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Event Generators

Crucial for precision Collider Physics

Combine different physics at different scales:
● Hard Process
● Parton Shower
● Underlying Interaction
● Hadronization
● QED FSR
● Hadron Decays
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Colliders in the real world
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Event Generators

Crucial for precision Collider Physics

Combine different physics at different scales:
● Hard Process
● Parton Shower
● Underlying Interaction
● Hadronization
● QED FSR
● Hadron Decays

The SHERPA framework
• ME generators for hard process


• Comix, Amegic


• + interfaces to loop libraries                                                     
(OpenLoops, Recola, MCFM)


• Parton Showers


• CSShower, Dire


• Underlying Event/MPI model


• Hadronisation


• Cluster Fragmentation, + interface to Pythia


• QED radiation via YFS resummation
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SHERPA 3 — multi-purpose event generation
• External Interfaces:

• HepMC 3

• UFO 2 (including 

form factors)

• RIVET 3/4

• LHAPDF + several 

explicit pdf 
interfaces 
including various 
photon pdfs 

• OpenLoops/
Recola/MCFM/
MadLoops/
BlackHat


• Pythia 8 (string 
fragmentation)

bold - added/significantly updated in Sherpa 3 development, some back-ported to Sherpa 2

• (Selected) Features:

• Fixed Order 

• NLO QCD+EW,                         

• NNLO QCD (selected 

processes)

• Automated NLO (QCD) 

matching in                              
S-MC@NLO


• UN2LOPS matching to 
NNLO QCD


• multi-jet merging in CKKW-L

• Approximate EW-

corrections in matching & 
merging (EWvirt/EWSud)


• Photoproduction @ NLO 
QCD + PS

• YFS resummation of photon 
radiation

• radiation from final state 

leptons

• initial state radiation at 

 colliders

• extended by  

splittings

• Polarised 

• beams

• intermediate particles 

• MPI/MinBias and 
fragmentation modelling, 
including color reconnection

e+e−

γ → ff̄
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NLO EW corrections and MC@NLO
• NLO and MC@NLO crucial for 

current theory successes at LHC, 
traditional focus of SHERPA


• New: NLO EW calculations 


• Example: Full NLO calculation for 
tri-bosons 


• Combined with MC@NLO in  
approximation

pp → e+μ+νeνμ jj

EWvirt

• small EW corr. to QCD production

• EW corr. to EW production well reproduced

 @ full NLOpp → e+μ+νeνμ jj
Off-shell tri-bosons @ MC@NLO

QCD production
LO
NLO QCD
NLO QCD+EW

MC@NLO QCD
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[Schönherr ’17]

[Denner, Pellen, 
Schönherr, 
Schumann ’24]
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QED initial state radiation
• Soft photon resummation in Sherpa 

via YFS module


• New: real photon emission from 
initial state


• replace simple electron pdf with 
explicit multi-photon emissions 


• validated agains KKMC

[Krauss, Schönherr ’08]

[Krauss, Schönherr, Price ’22]

QED in the initial state

New in Sherpa 3.0: Real photon emissions in the initial state! [Krauss, Schönherr, Price 2022]

‣ Extension of Sherpa YFS module for soft photon
resummation in final state    [Krauss, Schönherr 2008] 

‣ Supplemented with collinear logs up to O(𝛼3L3)

‣ Complete treatment of muti-photon kinematics:
Explicit photons, no simplified electron PDF

‣ Matching to full NLO EW underway [Price]

7

YFS Validation
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KKMC: LEP Era YFS MC for e+e- -> ffbar 
Comput.Phys.Commun. 130 (2000) 260-325

Superb agreement in 𝜎
over a range of √s 

Excellent agreement in
the photon kinematics  

[Jadach, War, Was ’99]
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Figure 1: Total cross-section for e+e� ! µ+µ� for 80GeV to 500GeV including
ISR+FSR up to O
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against the pure resummed prediction. For the resummation only result all higher–-
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QED radiation with γ → e+e−• photon splitting  [Flower, Schönherr 2210.07007] 
→ Lois Flower's talk (Wed)


• Example: Dilepton invariant mass for :

γ → e+e−

pp → e+e−

Resumming soft photons with YFS
Recent developments in SHERPA

18

• YFS in ISR for future lepton colliders 
[Krauss, Price, Schönherr 2203.10948]


• Application to Higgsstrahlung processes at lepton collider:

Corrections up to 1 %, can be reigned in by refined dressing algorithm
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Process-independent implementation of YSF for ISR

• Final state QED radiation, i.e. 
photon radiation from final state 
leptons


• New: supplemented with  
splittings


• Example: dilepton invariant mass in 

γ → e+e−

pp → e+e−

[Krauss, Schönherr ’08]

[Flower, Schönherr ’22]
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Figure 3: The interdependence of the starting scale tstart of a photon and the angular separation between
the particles produced in its splitting, �⇥pair, in mixed ordering scheme with different choices of
kinematic spectators of the photon splitting, both charged primary leptons (top row) or only the
primary lepton the splitting photon was reconstructed to have been emitted from (bottom row),
and the way in which the starting scale of the evolution is chosen, probabilistically (left column)
or by always choosing the winning dipole (right column).
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Figure 4: The relative abundance of secondary pairs of each species of charged particle produced in photon
splittings in the mixed ordering scheme.

detailed consideration one finds a factor of ↵2 log(mZ/E�) log(tstart/m2) associated with each secondary pair
production. Therein, E� is the energy of the bremsstrahlungs photon that subsequently splits into the pair
of particles of mass m, and tstart is its reconstructed starting scale. Hence, we observe a single-logarithmic
suppression of heavier flavours, modulo possible minor differences in the splitting function itself. This is
well-reproduced by our algorithm. In fact, in the current example, the drop in frequency of producing an
additional pair of particles of the same flavour is between 2.5 and 4.5 orders of magnitude.
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Photoproduction
• New: Photoproduction processes 

including MC@NLO matching


• photon spectrum in effective 
photon approximation


• photon either directly takes part in 
hard process or is                
“resolved” into                      
quarks/hadrons


• photon pdf (i.e. partons                           
in the photon) limit precision 

final states at large scales, i.e. jets, is simulated in the usual way by dressing the hard parton–level matrix
element with subsequent parton showers, the fragmentation of the resulting partons into hadrons during
hadronization, possibly including an underlying event. Recently, the model was extended to also include the
perpendicular component of the photon momentum [26].

Pushing for higher accuracy, there have been a few predictions for inclusive jet-production at fixed-order at
HERA [27–31] and the EIC [32], while more attention has recently been paid to exclusive meson production
processes and photo-production at heavy-ion collisions [33–38].

Anticipating the increased precision requirements for successfully operating a possible future lepton collider
such as FCC-ee or the planned electron–ion collider, EIC, motivates to revisit the physics of photon–induced
processes and to arrive at fully-di↵erential predictions at Next-To-Leading Order (NLO) in QCD perturba-
tion theory. We report here on the systematic inclusion of PDFs for quasi–real photons into the SHERPA
event generation framework [39,40], the modelling of multiple-parton interactions, and the extenstion of the
calculation to Next-to-Leading Order matched to the parton shower. The paper is organised as follows. In
Sec. 2 we briefly discuss how SHERPA combines the equivalent photon approximation (EPA) and photon
PDFs, with some emphasis on the e�cient integration over the resulting phase space, the matching to the
parton shower at NLO and the multiple-parton interactions (MPI) model. In Sec. 3 we will show some first
results of full Monte Carlo simulations, comparing results obtained with SHERPA to data from both the LEP

and HERA experiments at MC@NLO accuracy. We present comparisons to Leading Order and study the
e↵ect of the MPI. We summarise our findings in Sec. 4.

2 Equivalent Photons and their PDFs

For the simulation of photo-production events in SHERPA, we use its existing EPA interface, improved the
phase space handling for the initial states for a more e�cient integration, and added relevant photon PDFs
to SHERPA’s internal PDF interface. The resulting code will be publically available as part of the upcoming
release of SHERPA 3.0; in the meantime it can be obtained from the authors upon request.

2.1 Phase Space Handling

In the following we detail the structures for e�cient phase space sampling, using the most involved example
of doubly resolved photon–photon collisions at lepton colliders, schematically depicted in Fig. 1. The two
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Figure 1: Schematic sketch of the phase space mappings between the di↵erent steps in the initial states,
i.e. the Equivalent Photon Approximation (EPA) and the Initial State Radiation (ISR), and the
Matrix Element (ME). Each coordinates pair of Mandelstam-s0(0) and rapidity y

0(0) is randomly
sampled and the momenta are calculated as functions of these.
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from the MPIs, we again suspect that the naive parameter choice underestimate the amount of additionally
generated radiation.
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Figure 8: Di↵erential dijet inclusive cross section with respect to the transverse momentum of the leading
jet, with 0 < ⌘

(1)
< 1 (upper panel) and 1 < ⌘

(1)
< 2.4 (lower panel) and in di↵erent bins for ⌘(2),

comparing results of our SHERPA MC@NLO simulation at hadron-level incl. MPI e↵ects with the
LO simulation and with data [11] taken by ZEUS at HERA Run 1.

3.3 Photon PDF for precision phenomenology
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Figure 9: Distributions for cos⇥⇤ at LEP (left) and for cos ✓⇤ at HERA (right), comparing SHERPA’s LO
simulations with data from OPAL [5] and ZEUS [11]. Scale uncertainties at LO are indicated by
the pink band, while PDF uncertainties are shown with the blue hatched area.

The predictions of photo-production cross sections and distributions in low-x� space exhibit large variations
depending on the used photon PDF. In fact, these deviations can be as large or even larger in value than

9

addition we observe that hadronization e↵ects reduce the cross section in the unresolved domanin, while the
combination of hadronization and multiple parton scattering increases it in the doubly-resolved regime. The
visible e↵ect in the latter suggests that a careful retuning of the MPIs may further improve agreement with
data.
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Figure 3: Distributions x±
� , collectively denoted as x� in di↵erent bins of average transverse jet energy: ĒT 2

[5GeV, 7GeV] (left), ĒT 2 [7GeV, 11GeV] (middle), ĒT 2 [11GeV, 25GeV] (right). Results of
the SHERPA simulation with MC@NLO accuracy are compared with results at LO and with data
from OPAL at an e

�
e
+ c.m.-energy of 198 GeV [5].

We report that distributions in x
obs
� for three di↵erent ĒT experience a significant improvement in shape

when going from Leading to Next-to-Leading Order, cf. Fig. 3. However, in the transition region between
doubly resolved to unresolved events, we notice a clear di↵erence in shape: While for x

obs
� < 0.6 � 0.7

the prediction is relatively flat below the data, the underprediction at around x
obs
� ⇡ 0.8 persists at NLO.

Apart from possibly insu�cient photon PDFs – a point we will elucidate below – there are a number of
possible explanations: First of all, as before, a retuning of MPIs may come to the rescue and fill up the gap.
Secondly, this drop around x� ⇡ 0.7 could be attributed to the missing QED splitting kernel in the evolution
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Figure 4: Distributions of |�⌘| (left), |⌘cntr| (middle), and |⌘fwd| (right), comparing MC@NLO and LO.
Results of the SHERPA simulation are compared with results from OPAL at an e

�
e
+ c.m.-energy

of 198 GeV [5].

of the parton shower. Including this term would impact the backwards evolution of the photonic initial state
radiation leading to a photon being reconstructed as the initial state also in the case of a resolved process.
This again would lead to fewer radiation being generated, therefore shifting the distribution of the resolved
process towards larger x� values. The inclusion of this term in the evolution of the initial state showering
is left for future work. Finally, we should stress that our singly resolved events are described by the 2 ! 2
scattering of on-shell photons with partons from the resolved photons, an approximation which is probably
not entirely correct as virtual photons would lead to a DIS-like scattering of the resolved photon, thereby
inducing a somewhat di↵erent kinematics and scale choices.

Fig. 4 shows distributions of jet pseudo-rapidities and their di↵erences. Again, the overall shape of the
prediction is improved and the lowered NLO cross-section is countered by the inclusion of Multiple-Parton
Interactions (MPIs).

6

[Höche, Krauss, Meinzinger ’23]
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Figure 4: Exclusion limits based on soft-drop groomed fractional energy correlations (from left to right)
FC1.5, FC1, FC0.5.
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Figure 5: Exclusion limits based on fractional energy correlations (from left to right) FC1.5, FC1, FC0.5,
measured individually on the two hemispheres.

Finally, FC0.5 appears to not be sensitive to µqq̄ within the range we consider.

Including soft-drop grooming of the hemispheres does not result in any significant improvements, as shown
in Fig. 4, the equivalent of Fig. 3 but with grooming included. In fact, the limits worsen slightly, which
could to some extend have been anticipated, since there are competing e↵ects at work. Grooming will
remove some information from the radiation pattern, but on the other hand has the potential to reduce
the impact of hadronisation corrections and hence the associated systematic uncertainty. Apparently, this
reduction is not su�cient to compensate for the loss in information, at least with the grooming parameters
we have considered here. One could imagine that an optimisation of zcut and the inclusion of angular
dependence in the soft-drop condition could lead to more competitive results. In addition it is certainly
worth stressing that the combination of probable future refinements of the hadronisation models and the
drastically increased data set of a potential FCC-ee (1012 events vs 107 at LEP-I) will most likely significantly
reduce the uncertainty related to the modelling of the parton-to-hadron transition. To illustrate this, we
present in Appendix A Fig. 7 selected exclusion-limit plots for the scenario of negligible non-perturbative
uncertainties. As anticipated, the limits improve, resulting in µgg = 1 ± 0.05 and µqq̄ < 25 for plain FC1.5,
and µgg = 1 ± 0.06 and µqq̄ < 28 for its soft-drop groomed variant.

One of the major di↵erences of our procedures so far, compared to traditional tagging methods, is that we
e↵ectively tag any event as a whole. When individually tagging jets, or hemispheres for that matter, one
would want to include a requirement that both tags are compatible with the desired final state. To mimic
this, we consider a measurement of the fractional energy correlations but on each hemisphere separately.
We then derive exclusion limits based on the corresponding two-dimensional histograms. While we hope
to expose additional information in this way, it should be clear that this is a more involved observable
definition. In particular, joint resummed calculations of several observables are far less advanced than what
would be available for the distributions considered above. The resulting confidence levels can be found in
Fig. 5. They are somewhat improved compared to the baseline in Fig. 3. In particular, for FC1.5 we obtain
µgg = 1± 0.05 and µqq̄ < 21. This suggests that combining individual results from the two hemispheres into
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QCD at lepton colliders
• not only important as probe of QCD


• understand jet/event (sub)structure 
e.g. in 


• example strategy: 


• tune Sherpa 3( ) to LEP data at 



• replica tunes to gauge internal 
uncertainty of cluster 
fragmentation tune


• analyse Higgs decays in 
 at 

H → hadrons
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Figure 2: Example results for the SHERPA hadronisation tune including model parameter uncertainties in
comparison to data from LEP taken at

p
s = 91.2 GeV. Shown are the charged-particle multiplicity

nch measured by ALEPH [54] (left), thrust T as measured by DELPHI [56] (center), and the B-hadron
energy fraction xB measured by OPAL [58] (right). Each of the SHERPA predictions corresponds
to 107 events, ensuring that the statistical errors are negligible and the depicted uncertainties are
dominated by the variations of non-perturbative model parameters.
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Figure 3: Exclusion limits based on fractional energy correlations (from left to right) FC1.5, FC1, FC0.5.

tunes. They represent our tuning uncertainties by having each replica tuned with a di↵erent, random subset
of Monte-Carlo runs. We extract the uncertainty bands in Fig. 2 by re-running the simulation for each of
the replica tunes, and plot the envelope of the resulting deviations. We find good agreement between our
SHERPA predictions and data, with deviations of the central tune to the data being largely covered by our
estimated non-perturbative uncertainties.

4 Results

Let us now turn to the statistical analysis of event shapes, measured as described in Sec. 2. We add the
histograms corresponding to our analysis to the CONTUR framework [40], and use its statistical analysis
modules to compute confidence levels for the exclusion of di↵erent points in the (µgg, µqq̄) plane.

The two dimensional exclusion limits for µgg versus µqq̄ based on the three fractional energy correlations
FC1.5, FC1 and FC0.5 are shown in Fig. 3, respectively. As already indicated in the introduction, QCD
radiation tends to mainly populate the soft and collinear regions of phase space, where the dead-cone e↵ect
associated to the finite and relatively large masses of the c and b quarks most visibly manifest themselves,
and where di↵erences due to di↵erent colour charges (the CF of quarks versus the CA of the gluons) lead to
directly observable di↵erences in the numbers of particles emitted. Accordingly, the Les-Houches angularity
FC1.5 tends to be the most sensitive observable, since it gives the largest weight to collinear emissions.
Nevertheless, all three choices x = 1.5, 1, 0.5 are able to limit µgg to be within 1 ± 0.10 based on a 68%
confidence limit. However, based on FC1.5 one should be able to set a stronger limit on µgg to be within
1 ± 0.07 and additionally limit µqq̄ < 33, while we can only exclude µqq̄ values larger than 45 based on FC1.
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FIG. 5: Alaric and Dire predictions in comparison to LEP data from [89].
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FIG. 6: Alaric and Dire predictions in comparison to LEP data from [90].
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Outlook: more accurate parton showers
• New: Parton shower module ALARIC


• explore connection between angular 
ordering and dipole showers


• address NLL deficiencies found in 
recoil schemes of current dipole 
showers 


• Multi-jet merging available now                  


• + first LHC phenomenology

• full NLO matching still WIP

• Basis for development towards higher 

accuracy showers
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FIG. 8. Transverse momentum spectrum of inclusive jets in di↵erent rapidity regions in proton-proton collisions at a center of
mass energy of 13 TeV. Alaric predictions compared to data measured by CMS [113]. The left plot shows the full distributions
while the panels on the right are the ratio to data.

must satisfy a rapidity requirement of |y| < 2.8. The comparison of the cross sections for inclusive jet is presented
in Fig. 9, starting from Njet = 2 and going up to Njet = 6. The Alaric predictions slightly overestimate the central
value of the overall cross section for lower multiplicities and tend to drop o↵ somewhat faster for higher jet rates
than seen in data. However, the predictions are consistent with the data within the statistical uncertainties over the
full range. The ratio plot in the middle of the upper left panel of Fig. 9 shows that the central value of the 3-jet
rate (although within the data uncertainty) is overestimated slightly more than the inclusive 2-jet rate. This e↵ect
is echoed in the bottom of the upper left panel, where we plot the ratios of inclusive Njet versus Njet � 1 rate. In
the upper right panel of Fig. 9 we compare to data for the ratio of the 3- to 2-jet rate, di↵erential in the transverse
momentum of the leading jet, with di↵erent minimal requirements on the hardness of the included jets. We can see
that the relative enhancement is mostly constant over the full range of leading jet p?. A similar dataset is available

casting the 3-to-2-jet ratio as a function of the scalar sum of the transverse momenta of the two leading jets, H
(2)
T ,

or all jets, HT . We compare with 7 TeV data from ATLAS [116], binned in H
(2)
T in the lower left panel of Fig. 9,

while the lower right plot compares the shower with a similar measurement by the CMS collaboration [117] binned
in HT . The CMS measurement, likewise performed at

p
s = 7 TeV, uses anti-kt jets with an radius of R = 0.5 and

requires a transverse momentum of at least p
jets
? > 50 GeV. The Alaric predictions reproduce the data remarkably

well, with practically no discrepancy to either ATLAS or CMS data within the uncertainty of the measurements. This
emphasizes that the Alaric algorithm can predict jet multiplicities and the 2-to-3 jet rate with excellent quality from
the parton shower alone.

We now turn to more di↵erential measurements of jet properties. The upper panel of Fig. 10 shows the transverse
momentum spectra of the four leading jets (according to their p?), as predicted by Alaric, and compares the results
to 7 TeV measurements from ATLAS [116], providing data for transverse momenta of the jets between 90 GeV and
up to 800 GeV for the leading and sub-leading jet(s). The data are also available di↵erential in the HT observable,
in the range 180 GeV < HT < 1600 GeV, separately for events containing at least 2, 3 and 4 jets. The comparison in
the lower panel of Fig. 10 presents a similar picture as the transverse momentum data, the parton-shower result from
Alaric compares very well over the entire range and for all considered multiplicities. We again observe excellent
agreement between our results and experimental data, independent of the jet selection and over the full range of
transverse momentum studied.

[Herren, Höche, Krauss, DR, Schönherr,’22]

[Höche, Krauss, DR ‘24]
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Figure 3: (left) h#Lundi and (right) h#Primary
Lund i are shown as a function of the emission :C requirement, :C ,cut. The

unfolded data are compared with several MC predictions in (a,b) an inclusive ?T bin above 300 GeV, (c,d) a ?T bin
between 500 GeV and 750 GeV and (e,f) a ?T bin between 1250 GeV and 4500 GeV. The h#Lundi distribution is
also compared with an analytic NLO+NNDL+NP prediction with additional non-perturbative corrections, depicted
as a solid line, provided by the authors of Ref. [33]. The total uncertainty on the data and the NLO+NNDL+NP
prediction are indicated as shaded regions. The middle panel shows a ratio of the predictions to the measured data,
and the bottom panel summarizes the various systematic uncertainties in each bin.
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Outlook: automated resummation
• accesible precise resummed 

calculations important

• predictions for experiments

• references for parton showers


• CAESAR formalism provides 
convenient framework event/jet 
shape-type observables


• CAESAR implementation in Sherpa   
c

• several studies already for LEP/

LHC/RHIC/FCC-ee (future lepton 
collider)
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Figure 5: Matched NLO+NLL0 (solid) and LO+NLL0 (dashed) predictions for total broadening. The
lower panel contains the di↵erence between the respective NLO+NLL0 and LO+NLL0 results
(see text).

dominated by the Sudakov shoulder e↵ects [115, 23, 37, 38] around the kinematic endpoints, i.e., the far-
right side of the figure. These e↵ects emphasise that the respective leading-order results are not covered
by the NLO uncertainty band. In this context, it is to be highlighted that all event-shape distributions
shown here are dominated by the NLL0 resummation in the soft region, ln v . �2 and by the fixed-order
calculation in the hard region, ln v & �2. As expected, the heavy-jet mass behaves very similar to thrust;
we note that they agree for three-particle configurations. Likewise, we observe a similar behaviour of the
wide jet broadening BW as for the closely related total jet broadening BT.

We note that the Durham three-jet resolution yD
23

has a similar scaling as the broadenings, however
with a = 2, b = 0. This corresponds to a factor two on the logarithm on the abscissa and we thus extend
the plot range correspondingly. The corrections from matching appear to be generally smaller in this
case than the others, in agreement with [64]. In particular we do not observe any marked features around
the kinematical endpoint.

In the lowest row of Fig. 6, we finally show the results for soft-drop groomed thrust with two di↵erent
values of � = 1 and � = 2, corresponding to a less aggressive grooming, compared to the case � = 0. For
the first case we observe a transition behaviour with a peak at higher values in the H ! bb̄ distribution,
moving the peak position closer to that of the H ! gg case. For � = 2, the grooming is weak enough
to allow for the development of the usual Sudakov peak, and we hence observe a cleaner separation of
the two distributions. The e↵ects from NLO matching compared to LO appear to be smaller again for
these two groomed thrust variants. There are also no easily identifiable features around the transition
point anymore in the di↵erence shown in the lower panels. We only observe slight di↵erences towards
the kinematical endpoint, which then vanish very fast with increasing logarithm L, at least compared to
the other cases we studied.
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Figure 6: Matched NLO+NLL0 (solid) and LO+NLL0 (dashed) predictions for C-parameter and heavy-
jet mass (top row), wide broadening and Durham jet resolution (middle row), and soft-drop
groomed thrust with � = 1, 2 (bottom row). The lower panels contain the di↵erence between
the respective NLO + NLL0 and LO + NLL0 results (see text).
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Example: event 
shapes in 

 and 
and  
decays using 
EERad in 
conjunction with 
Sherpa+CAESAR

H → gg
H → qq̄

[Banfi, Salam, 
Zanderighi ’04]

[Gerwick, Höche, Marzani, Schumann ’15] 

[Baberuxki, Preuss, DR, Schumann ’19]


[Gehrmann-de Ridder, 
Preuss, DR, Schumann ’24]

https://inspirehep.net/literature/655163
https://inspirehep.net/literature/655163
https://inspirehep.net/literature/655163
https://inspirehep.net/literature/1330322
https://inspirehep.net/literature/1771860
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Outlook: performance updates/HPC
• MC event generation uses significant+increasing resources


• (HL-)LHC measurements in danger of being limited by MC statistics


• Explore reduction of CPU footprint for heaviest use cases,  
e.g. ATLAS default setup 


1. LHAPDF improvement


2. -MC@NLO: reduce matching accuracy to leading colour, 
neglect spin correlations, i.e. S-MC@NLO → MC@NLO 
also useful to reduce negative event fractions [Danziger, Höche, Siegert 2110.15211]


3. pilot run: minimal setup until PS point accepted, then rerun full setup


4. -MC@NLO-CSS: defer MC@NLO emission until after unweighting


5. use analytical loop library where available 
here: OPENLOOPS → MCFM via interface [Campbell, Höche, Preuss 2107.04472]


6. pilot scale definition in pilot run that requires no clustering 
small weight spread by correction to correct scale


• all new developments part of Sherpa 2.2.13 or later

Z + 0,1,2j@NLO + 3,4,5j@LO

⟨LC⟩

⟨LC⟩

SHERPA+LHADPF Performance for (HL-)LHC
Overall profiling and tuning [EB et al. 2209.00843]
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→ 39⨉ speed-up for ATLAS 
 setupe+e− + jets

→ 43⨉ speed-up for ATLAS 
 setuptt̄ + jets

SHERPA+LHAPDF Performance for (HL-)LHC [EB et al. 2209.00843] – Results

slide by E. Bothmann
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SHERPA 3
• SHERPA 3 available https://sherpa-team.gitlab.io/ 


• NB: several technical improvements:


• Input based on standardised YAML format


• Improved input error handling with settings 
report and flagging of unused settings


• Build system based on CMake


• New manual based on sphinx


• many topics not covered                                              
(in detail) here, see forthcoming publication

https://sherpa-team.gitlab.io/
https://sherpa-team.gitlab.io/sherpa/master/
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EW Sudakov logarithms
• Corrections due to soft/coll. EW gauge bosons coupled to 

external legs in high-energy limit 
(e.g.  →  corrections)


• Corrections worked out in full generality 
[Denner, Pozzorini (2001) hep-ph/0010201]


• partial implementation in ALPGEN 
[Chiesa et al 1305.6837]


• In SHERPA fully automated as universal ME-level corrections 
applicable in all setups for any process, including MEPS@NLO 
predictions 
[EB, Napoletano 2006.14635], [EB et al. 2111.13453]


• EWvirt for  events, EWsud for  and LO events


• YFS resummation for QED FSR


• Example: application to MEPS@NLO diboson production 
 [EB et al. 2111.13453]


• similar implementations in development for 
MadGraph5_aMC@NLO and OpenLoops [Pagani, Vitos, Zaro 
2309.00452], [Recent talks by OpenLoops] 

pT ≳ 1 TeV 𝒪(10 %)

𝒮 ℋ

pp → 0,1j@NLO + 2,3j@LO

EW Sudakov logarithms
Automated implementation for all processes
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