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Current Data Processing Model

Online Computer room @ LNL

Many communication 
channels

To run AGATA we do need 
computing power

This presentation is about  the data channel

+ ancillaries We have ressources for online 

We don’t have dedicated for offline 
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➥ a standalone program for replay

AS MUCH AS POSSIBLE

We need to run a processing graph

online/offline shared same code …

DAG
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ONLINE QUASI-ONLINE
Using standalone replay program 



Future Data Processing Model - What to be changed
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  Not scalable : new v2 electronics 
     ➜ new data pipeline
     ➜ higher rates

 New PSA/Tracking algorithms
    ➜ more computing power 
        [heterogeneous hardware ex : GPU]
    ➜ more ‘efficient’ processing & monitoring
    ➜ scalable offline replay (single pc, cluster, …)

✘

        Better Data Management [DMP, FAIR approach]

Bottleneck to be removed, cephfs toward
(required recent operating system)

❶
❶

❷

❷

❸
❸

❹

Network



❶   V2 electronics - New data pipeline 

CAP
SQM

Transport layer

… TCP/IP….

PMH SQM2ADF

STAREDigiopt

Computer

(R)UDP
10Gb/s

….

CAP
Flux of  adf  frames

STARE
add header 

Transfert by UDP

SQM daemon
Stare Queue Manager

Ensure data stream consistency
Push in RAM 

PMH Posix Memory Handler

SQM2ADF
First DCOC node

Check adf consistency
+ compress adf (!!) 

+ …

PMH - Posix memory Handler
DCOC provider

PACE board 
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Stare Queue Manager

Ensure data stream consistency
Push in RAM 

PMH Posix Memory Handler

SQM2ADF
First DCOC node

Check adf consistency
+ compress adf (!!) 

+ …

PMH - Posix memory Handler
DCOC provider

i.e. ordered as sent
re-asked if rudp About 50-60 %  

less pressure on tcp/ip net. 

Standard AGATA format
at the lowest level

Jumbo
frame

up to 8Gb/s 
on 10Gb/s links

All the components almost completed 
+ tested in various environments /configuration

Full integration with real electronic boards still to be realised 

BUT PACE emulator [CPU] developed, able to run @ up to 8Gb/s

With recent computers, chain validated up to 50kHz*
in fact more but 50 kHz is our upper limit  - except PSA - for developments

rudp is a real advantage in having a reliable data stream   

*  50 kHz = 400 Mb/s = 3.2 Gb/s



CAP STAREDigiopt

❶

❷

❸

❹

IPBusIPBus Bridge

48
10 Gb/s

4
100 Gb/s

❶
adf /udp/rudp/

oscilloscope/udp
❸

❹

32 * 100 Gb/s

48
10 Gb/s

4
100 Gb/s

1 switch = 24 STARE

1 switch = 24 STARE
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 ➦ Otherwise though 2
32 * 100 Gb/s  

Slow controlTime serie DB

Monitoring

❷ = spare

Stack of service

24

24

1 Gb/s

10 Gb/s

100 Gb/s

CEPH

180 Channels

Traffic on the network 
should 

be well mastered !!!
Advanced monitoring needed ! 



Some monitoring we have worked with so far …

PrePSA PSA PostPSA

Method 1 direct dump of spectra built in processing nodes Method 2 dedicated processes upgrading shared memories

CEPH
Buffer size not adapted to the counting rates and actors spectra enabled

Buffer size adapted to the counting rates and actors spectra enabled

Buffer size not adapted to the counting rates and actors spectra disabled

20% of data losses

8% of data losses

➥ It generates losses of collected data ! 

Buffer size not adapted to the counting rates and actors spectra enabled

Buffer size adapted to the counting rates and actors spectra enabled

Buffer size not adapted to the counting rates and actors spectra disabled

20% of data losses

8% of data losses

Overload disk system + not easily to play with @ running time 

It requires duplications of data many streams
A bit more flexibles but not enough 

We need to produce & access @ demand
We should avoid overloading the workflow

We would like to check time evolution of inner variable



❷   New Data Processing - general scheme 

Chef orchestre PMH CTL

PrePSA PSA PostPSA

PrePSA PSA PostPSA …

…

……
…

…

DCOD for online is a our foundation 

Buffers of events
~1MB~1MB



❷   New Data Processing - general scheme 

Chef orchestre PMH CTL

PrePSA PSA PostPSA

PrePSA PSA PostPSA …

…

……

DCOD for online is a our foundation 

We add micro services thought containers (docker, docker-swarm) 

We use           as Shared Memory & Message Broker 

SM/Redis PSA

PSA

PSA

push

SM/Redis

portainer
docker-swarm

MB/Redis

SM MB

Timestamp variable/spectra

UI

Time series DB

Open software
High performances

full monitoring control 
on / off / reset … 

graphana

one can run

containerized app.

as many as 
needed with

portainer

splitter

binder

po
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pushpop

AGASPY

publish
subscribe
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❷   New Data Processing  

Chef orchestre PMH CTL

PrePSA PSA PostPSA

PrePSA PSA PostPSA …

…

……

DCOD for online is a our foundation 

We add micro services thought containers (docker, docker-swarm) 

We use           as Shared Memory & Message Broker 

SM/Redis PSA

PSA

PSA

push pop

SM/Redis

portainer
docker-swarm

MB/Redis

SM MB

Timestamp variable/spectra

UI

Time series DB

Open software
High performances

full monitoring control 
on / reset / 

graphana

one can run

containerized app.

as many as 
needed with

portainer

splitter

binder

Scalable
Can run on cluster

Scalable
One can add as 

many computers as 
required

GPU included

Scalable



❷   New Data Processing - where we are  
   New components of the processing are
       ➥ developed to fit such new processing
       ➥ concurrency is pushed as much as possible

 We have many components ready 
       ➥ developed in ‘local’ non optimised environments

 We have set up in 2024 a dedicated HPC farm@Orsay
       ➥ fully 10Gb/s 

 We have already components running at Legnaro      
     ➥ for global workflow & electronic  cards



❷   New Data Processing - where we are  
   New components of the processing are
       ➥ developed to fit such new processing
       ➥ concurrency is pushed as much as possible

 We have many components ready 
       ➥ developed in ‘local’ non optimised environments

 We have set up in 2024 a dedicated HPC farm@Orsay
       ➥ fully 10Gb/s 

 We have already components running at Legnaro      
     ➥ for global workflow & electronic  cards

Cards temperatures monitored in Time series DB using grafana

Occupancy of buffers at various depth in the data flow 



❷   New Data Processing with the current PSA  
1 PSA running @ 10 kHz

3 PSA running @ 10 kHz in parallel ➙ 30kHz 

With the current online infrastructure PSA  ∽ 4kHz
 ➥ on more recent computers PSA  ∽ 8kHz
 ➥ since more CPU/core ➙ more threads



❷   New Data Processing with the current PSA  
Portainer web interface, control processing by containers
           ➥ can add a service in case the current processing is too slow 



❷   New Data Processing back pressure management 
Pressure on RAM in the whole system is measured in real time 

  ➥ signals can be sent to the PACE via IPBus to regulate   
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Buffers of events
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❷ = spare

⎬
occupency > 80 %`stop` signal sent occupency < 60 %`re-start` signal sent

❹
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❷   New Data Processing - Software trigger

PrePSA PostPSA

PrePSA PSA PostPSA

DCOD for online is a our foundation 

We add micro services thought containers (docker, docker-swarm) 

SM/Redis PSA

PSA

PSA
SM/Redis

portainer
docker-swarm

containerized app.

bu
ild

er

‘Fast’ lines, PSA not done here 
But partial events - no hits - are sent to builder
Buffers of incomplete data waiting in SM/REDIS

…

Pattern of 
accepted events 

pop

Pop only events
in accepted pattern 

At this level we have :
Coincidences w/wo ancillary

Energies of segments/core
Full ancillary if there

….

One can build 
complex / physical triggers

before applying PSA !



Conclusions
We have developed many components of our new processing model  

DCOD for ‘fast’ processing lines + micro services in containers for ‘slow’ ones

➥ We need to fully qualify the performances … with have dedicated infrastructure fully 10Gb/s  

We need a better data [meta] management … FAIR approach   

➥ Local level data pipeline already well stressed up to 50 kHz included traces compressions

➥ We have run the current PSA up to 40 kHz + tested a dummy NN based on on GPU 
➥ We have a more flexible/efficient/scalable processing & monitoring system 

➥ We have started the first steps … Ex : meta data sub-directory included in raw data set + data from time series database 


