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## Beyond-^CDM models add extra parameters

Find common parameterisation of all these models?
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Results are pretty similar with one and two latents
Vertical axis: error in the prediction of the power spectra (lower is better)
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## GMM-MI validation

Piras et al. (including Hiranya Peiris, Andrew Pontzen, Luisa Lucie-Smith, Lillian Guo, Brian Nord), MLST
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Calculate MI between a latent variable and model parameters

Latent A

$$
\longmapsto \quad \mathrm{w}_{0}, \mathrm{w}_{\mathrm{a}}
$$
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Latent variable has significant MI with $\mathrm{W}_{0}$ and $\mathrm{W}_{\mathrm{a}}$

Little changes with two latent variables

Third latent variable is unused

|  | $w_{0}$ | $W_{\text {a }}$ | >0.5 |
| :---: | :---: | :---: | :---: |
|  |  |  | -0.4 |
|  |  |  | -0.3 3 |
| $\mathrm{A}_{d=3}-$ | 0.36 | 0.31 | $-0.2 \stackrel{\stackrel{\rightharpoonup}{\square}}{\sim}$ |
| $\mathrm{B}_{d=3}-$ | 0.18 | 0.17 | - |
| $\mathrm{C}_{d=3}-$ | 0 | 0 |  |
|  |  |  | -0 |
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## Link latent variable with $\mathrm{W}_{0}$ and $\mathrm{W}_{\mathrm{a}}$

$$
\mathrm{A}_{d=1}\left(w_{0}, w_{a}\right)=w_{0}^{2}+\frac{e^{w_{a}+\cos \left(w_{0}\right)}}{w_{0}}
$$

Analogous to $S_{8}=\sigma_{8}\left(\Omega_{m} / 0.3\right)^{0.5} \ldots ?$
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## Conclusions
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$$
\sigma(k, z)=\sqrt{\frac{4 \pi^{2}}{k^{2} \Delta k V(z)}\left(P_{\delta \delta}(k, z)+\frac{1}{\bar{n}(z)}\right)^{2}+\sigma_{\text {sys }}^{2}}
$$
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## What is mutual information?

Measures dependence between random variables (more general than Pearson, which measures correlation)

## Well-established in information theory

- Defined by:

$$
\operatorname{MI}(X, Y)=\int p(x, y) \log \frac{p(x, y)}{p(x) p(y)} \mathrm{d} x \mathrm{~d} y
$$

$\longrightarrow \mathrm{Mi}(X, Y)=0$ if and only if $X$ and $Y$ are independent
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## Works with continuous and discrete variables

- GMM-MI returns uncertainty on Ml through bootstrapping

$$
\because \because \text { GMM-MI }
$$
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## GMM-MI at work

```
(gmm_mi) davide@crash: $ pip install gmm-mi
In [1]: import numpy as np
...: from gmm_mi.mi import EstimateMI
...:
In [2]: # create bivariate Gaussian data
...: mean = np.array([0, 0])
...: cov = np.array([[1, 0.6], [0.6, 1]])
...: rng = np.random.default_rng(0)
...: X = rng.multivariate_normal(mean, cov, 200)
```
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## Finds analytic equation linking variables

## Less accurate, but more interpretable (?)

Many implementations available

