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The Pierre Auger Observatory
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4 fluorescence detectors 
(24 telescopes up to 30°)

 Sub-array of 750 m 
(63 stations, 23.4 km2)

AERA - Auger Engineering Radio Array

World’s largest radio experiment for
CR-physics.

Profiting from 3 other nearby CR-detectors:
(! high quality data, ext. trigger, ...).

100% duty cycle.

Energy threshold ⇠ 1017 eV.
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1665 surface detectors: 
water-Cherenkov tanks 

(grid of 1.5 km, 3000 km2)

Radio antenna array 
(153 antennas, 17 km2)

  More than 400 members, 
  90 institutes, 17 countries 

LIDARs and laser facilities

Pierre Auger Observatory 
Province Mendoza, Argentina

Southern hemisphere: Malargue, 
Province Mendoza, Argentina

Water-Cherenkov
detectors and
Fluorescence 
telescopes

Underground muon 
detectors (24+)

High elevation telescopes (3)

Phase I (2004 – 2023) 



Air shower observables (hybrid observation)
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The energy spectrum from surface detector data (I)
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The energy spectrum from surface detector data (I)
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Surface Detector (SD)
100% duty cycle

Fluorescence Detector (FD): 
15% duty cycle

Radio Detector (RD): 
100% duty cycle
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1. Heavy particles interact earlier than light  
—> Depth of the shower maximum (Xmax) is probe 
for cosmic-ray mass. 

2. MHz radio signals from: 
 
 
 
 
 
 
 
 
 

3. Radio emission footprint on the ground is sensitive 
to Xmax.  
 

4. Compare measured footprint to footprint from 
CORSIKA air shower simulation  
—> minimise for Xmax of measured shower. 

Introduction: Depth of the shower maximum (Xmax) as ‘mass composition’ 
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Exposure Phase I and calibration of Auger data sets
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Auger energy spectrum Vladimír Novotnº
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Figure 1: Exposure of SD and FD measurements to cosmic ray showers as a function of energy (left) and
calibration functions of the SD energy estimators to the energies reconstructed by the FD (right).

1500 m array is covered by a denser array with a spacing of 750 m. Their spacings and areas are
chosen according to the energy ranges probed by the two arrays. Individual SD stations utilize the
water–Cherenkov technique of particle detection, thus they are sensitive to both the electromagnetic
(EM) and muonic components of showers.

The 1500 m array is sensitive to cosmic ray showers with incident zenith angles up to 80�,
but showers with zenith angles above 60� (so-called "inclined" showers) are reconstructed with a
di�erent method [3] to those at lower zenith angles ("vertical" showers) [4, 5]. This is mandatory
because for inclined showers the signal is dominated by muons that are deflected in the geomagnetic
field producing an asymmetric footprint on the ground. For events with zenith angles below 60�,
dominated by EM particles, this e�ect is negligible. The 1500 m array is fully e�cient in the
detection of showers, regardless of the primary mass composition, above 2.5 EeV and 4 EeV in the
case of vertical and inclined reconstruction, respectively.

The array with 750 m spacing is designed to measure at lower energies, and is fully e�cient
from 0.1 EeV, assisted by an additional set of dedicated triggers [6, 7].

The aperture of all SD methods is calculated geometrically by summing the contributions from
individual hexagonal cells under operation. With the use of a monitoring database, we then obtain
the exposure as an integral of the aperture in time. Thus the exposure of SD measurements is
independent of energy and is depicted in the left panel of Fig. 1 for all three SD methods.

The energy estimate for the SD array (⇢SD) is obtained by means of a calibration procedure
based on coincident SD and FD measurements. Events detected by both detectors can be used to
obtain a relation between the SD energy estimator (⌃ in the following) and the FD energy. This is
performed using the calibration function ⇢FD = �⌃⌫, where ⇢FD is the energy obtained with the
FD, and � and ⌫ are calibration parameters.

The energy estimators in the reconstruction of vertical showers are parameters (38 and (35 for
the SD 1500 m and SD 750 m measurements, respectively. These parameters are corrected for the
average shower size attenuation in the atmosphere using the constant intensity cut method [4]. In the
case of inclined reconstruction, the corresponding energy estimator is #19, the scaling factor of the
two dimensional muon density map on the ground used to fit the signal recorded by the SD [3]. The
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Calibration of SD events

SD 1500 m vertical – S
38

- S(1000)+CIC

- threshold 2.5 EeV

SD 750 m – S
35

- S(450)+CIC

- threshold 0.1 EeV

SD 1500 m inclined – N
19

- scaling parameter

- threshold 4 EeV

SD data are calibrated to FD energies

- common energy scale

7

Calibration of SD events

SD 1500 m vertical – S
38

- S(1000)+CIC

- threshold 2.5 EeV

SD 750 m – S
35

- S(450)+CIC

- threshold 0.1 EeV

SD 1500 m inclined – N
19

- scaling parameter

- threshold 4 EeV

SD data are calibrated to FD energies

- common energy scale

7

Calibration of SD events

SD 1500 m vertical – S
38

- S(1000)+CIC

- threshold 2.5 EeV

SD 750 m – S
35

- S(450)+CIC

- threshold 0.1 EeV

SD 1500 m inclined – N
19

- scaling parameter

- threshold 4 EeV

SD data are calibrated to FD energies

- common energy scale

10

SD-Calibration in energy

Estimator of the energy of the surface detector calibrated with a subset of 
hybrid measurements reconstructed independently by the SD and FD

data-driven estimation of the energy

E > 1018.6 eV
σ(E) ~ 19%

E > 1017 eV
σ(E) : 25% - 10%

E > 1018.4 eV
σ(E) : 22% - 7%

V. Novotný (2021), PoS(ICRC2021)691

The Pierre Auger Collaboration (2020), Phys. Rev. D 102 (2020) 062005
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Figure 1: Exposure of SD and FD measurements to cosmic ray showers as a function of energy (left) and
calibration functions of the SD energy estimators to the energies reconstructed by the FD (right).

1500 m array is covered by a denser array with a spacing of 750 m. Their spacings and areas are
chosen according to the energy ranges probed by the two arrays. Individual SD stations utilize the
water–Cherenkov technique of particle detection, thus they are sensitive to both the electromagnetic
(EM) and muonic components of showers.

The 1500 m array is sensitive to cosmic ray showers with incident zenith angles up to 80�,
but showers with zenith angles above 60� (so-called "inclined" showers) are reconstructed with a
di�erent method [3] to those at lower zenith angles ("vertical" showers) [4, 5]. This is mandatory
because for inclined showers the signal is dominated by muons that are deflected in the geomagnetic
field producing an asymmetric footprint on the ground. For events with zenith angles below 60�,
dominated by EM particles, this e�ect is negligible. The 1500 m array is fully e�cient in the
detection of showers, regardless of the primary mass composition, above 2.5 EeV and 4 EeV in the
case of vertical and inclined reconstruction, respectively.

The array with 750 m spacing is designed to measure at lower energies, and is fully e�cient
from 0.1 EeV, assisted by an additional set of dedicated triggers [6, 7].

The aperture of all SD methods is calculated geometrically by summing the contributions from
individual hexagonal cells under operation. With the use of a monitoring database, we then obtain
the exposure as an integral of the aperture in time. Thus the exposure of SD measurements is
independent of energy and is depicted in the left panel of Fig. 1 for all three SD methods.

The energy estimate for the SD array (⇢SD) is obtained by means of a calibration procedure
based on coincident SD and FD measurements. Events detected by both detectors can be used to
obtain a relation between the SD energy estimator (⌃ in the following) and the FD energy. This is
performed using the calibration function ⇢FD = �⌃⌫, where ⇢FD is the energy obtained with the
FD, and � and ⌫ are calibration parameters.

The energy estimators in the reconstruction of vertical showers are parameters (38 and (35 for
the SD 1500 m and SD 750 m measurements, respectively. These parameters are corrected for the
average shower size attenuation in the atmosphere using the constant intensity cut method [4]. In the
case of inclined reconstruction, the corresponding energy estimator is #19, the scaling factor of the
two dimensional muon density map on the ground used to fit the signal recorded by the SD [3]. The
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- SD  ~135,000 km2 yr sr, arrival directions
- SD  ~100,000 km2 yr sr, spectrum
- FD  ~5 x 103 km2 yr sr, spectrum



Energy spectra of Auger Observatory
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PoS(ICRC2021)324

Auger energy spectrum Vladimír Novotnº

uncertainty is shown in the right panel of Fig. 2, estimated by shifting the energy assignment in MC
in accordance with the 15% systematic uncertainty in the energy scale.

The energy scale uncertainty of the Cherenkov–dominated data is slightly larger than that
a�ecting showers at higher energies [8], since it also accounts for the uncertainty in the Cherenkov
emission model estimated to be 3% in energy, it includes a contribution related to the invisible
energy model [11], and incorporates 2.5% in energy for half of the maximum reconstruction bias
observed. The energy threshold of 6 PeV accessible by Cherenkov–dominated events is mainly
determined by the systematic uncertainty in exposure at low energies. We report data above an
energy where the uncertainty in exposure matches the uncertainty attributed to the energy scale.
Further details on the analysis of the Cherenkov events will be reported in a dedicated publication.

3. The Auger spectrum and its features

The measurements of the energy spectrum obtained with the 1500 m array using vertical events
[5], inclined events [13], hybrid events, events detected by the 750 m array [6] and the FD events
dominated by Cherenkov light are shown in the left panel of Fig. 3. The analysis and data set used
for the hybrid events is the same as in [13] with the only exception being the improvement in the
estimation of the exposure addressed in the previous section. Also, the data set for the 750 m array
is the same as in [13], but now the analysis benefits from an improved absolute calibration of the
HEAT telescopes and a reassessment of the trigger e�ciency that a�ects the measurements around
the threshold at 1017 eV [6].

For the FD Cherenkov events, in comparison to our previous report [11, 13], the analysis has
been improved in several aspects that have allowed us to lower the energy threshold from 3⇥1016 eV
down to 6 ⇥ 1015 eV, see Section 2.2. The data period was extended to 06/2012–12/2017 resulting
in 123 159 events selected for analysis. The energy spectrum of cosmic rays derived from the
PCGF reconstruction method is depicted in the right panel of Fig. 3, together with systematic
uncertainties. Besides the uncertainties in exposure we also show a major contribution from the
energy scale uncertainty, both are discussed in Section 2.2.
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Figure 3: Intensity of cosmic rays, �, multiplied by ⇢3 estimated using five di�erent techniques (left) and
the energy spectrum deduced from Cherenkov–dominated data (right). In the right plot, the systematic
uncertainty related to exposure is shown by the magenta band, that corresponding to the energy scale by the
blue band, and the total systematic uncertainty by the gray band.

6

Cherenkov:           0°<θ<60°     E> 6x1015 eV

750m:                   0°<θ<55°     E> 3x1017 eV   

Hybrid:                 0°<θ<60°     E> 3x1018 eV

1500m:                 0°<θ<60°     E> 3x1018 eV  

1500m:                60°<θ<80°     E> 4x1018 eV  

Systematic uncertainty 
of energy scale 

<latexit sha1_base64="CqkG/kdGBK4z6nTl8VO7SpaFTYw=">AAADB3icjVLLTttAFD0Y2gItrYFlN6NGSF2lNkofG6QISMWmEpWagEQQGjuTYMUv2ZOoFOUD+Am2sGOH2PIZfEV/oIueGQxSi1A71vjeOffcM/fOTJDHUak972bKmZ558vTZ7Nz88xcLL1+5i0udMhsVoWqHWZwVu4EsVRylqq0jHavdvFAyCWK1Eww3THxnrIoyytJv+ihX+4kcpFE/CqUmdOAudTdVrKVovRMtsSb8RnflwK15dc8O8dDxK6eGamxn7k900UOGECMkUEih6ceQKPntwYeHnNg+jokV9CIbV5hgnrkjshQZkuiQ/wFXexWacm00S5sdcpeYs2DmHFYg8NkqBmSbXRX9kvYX5w+LDR7d4dgqmwqPaIN7xS/ENQ7J+FdmUjEnzPq/TNOVRh+fbDcR68stYvoM73U2GSmIDW1EoGWZA2oEdj3mCaS0bVZgTvlOQdiOe7TSWmVV0kpRUq+gNadv6nm8u7u+zJ0lmPBB+H9f/0Ons1r3P9Tff23UmuvV05jFa7zBW97/RzSxhW1WHOI7TnGGc+fEuXAunatbqjNV5Szjj+Fc/wa9d51a</latexit>

!E/E = 14%
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Combined spectrum – systematic uncertainty

PRELIMINARY

Combined energy spectrum of Auger Observatory
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Combined spectrum

likelihood of combination fit = exposure shifts x energy calibration shifts x forward-folding

description of data sets by model

fit function:

14

Spectral features

E
01

 = (2.8 ± 0.3 ± 0.4) x 1016 eV

E
12

 = (1.58 ± 0.05 ± 0.2) x 1017 eV

E
23

 = (5.0 ± 0.1 ± 0.8) x 1018 eV

E
34

 = (1.4 ± 0.1 ± 0.2) x 1019 eV

E
45

 = (4.7 ± 0.3 ± 0.6) x 1019 eV

γ
0
 = 3.09 ± 0.01 ± 0.10

γ
1
 = 2.85 ± 0.01 ± 0.05 

γ
2
 = 3.283 ± 0.002 ± 0.10

γ
3
 = 2.54 ± 0.03 ± 0.05

γ
4
 = 3.03 ± 0.05 ± 0.10

γ
5
 = 5.3 ± 0.3 ± 0.1

low energy ankle

2nd knee

ankle

instep

suppression

J
0
 = (8.34 ± 0.04 ± 3.40) x 10-11 km-2 sr-1 

                                                  yr-1 eV-1

fit parameters (± stat. ± syst.)

14

Spectral features

E
01

 = (2.8 ± 0.3 ± 0.4) x 1016 eV

E
12

 = (1.58 ± 0.05 ± 0.2) x 1017 eV

E
23

 = (5.0 ± 0.1 ± 0.8) x 1018 eV

E
34

 = (1.4 ± 0.1 ± 0.2) x 1019 eV

E
45

 = (4.7 ± 0.3 ± 0.6) x 1019 eV

γ
0
 = 3.09 ± 0.01 ± 0.10

γ
1
 = 2.85 ± 0.01 ± 0.05 

γ
2
 = 3.283 ± 0.002 ± 0.10

γ
3
 = 2.54 ± 0.03 ± 0.05

γ
4
 = 3.03 ± 0.05 ± 0.10

γ
5
 = 5.3 ± 0.3 ± 0.1

low energy ankle

2nd knee

ankle

instep

suppression

J
0
 = (8.34 ± 0.04 ± 3.40) x 10-11 km-2 sr-1 

                                                  yr-1 eV-1

fit parameters (± stat. ± syst.)

14

Spectral features

E
01

 = (2.8 ± 0.3 ± 0.4) x 1016 eV

E
12

 = (1.58 ± 0.05 ± 0.2) x 1017 eV

E
23

 = (5.0 ± 0.1 ± 0.8) x 1018 eV

E
34

 = (1.4 ± 0.1 ± 0.2) x 1019 eV

E
45

 = (4.7 ± 0.3 ± 0.6) x 1019 eV

γ
0
 = 3.09 ± 0.01 ± 0.10

γ
1
 = 2.85 ± 0.01 ± 0.05 

γ
2
 = 3.283 ± 0.002 ± 0.10

γ
3
 = 2.54 ± 0.03 ± 0.05

γ
4
 = 3.03 ± 0.05 ± 0.10

γ
5
 = 5.3 ± 0.3 ± 0.1

low energy ankle

2nd knee

ankle

instep

suppression

J
0
 = (8.34 ± 0.04 ± 3.40) x 10-11 km-2 sr-1 

                                                  yr-1 eV-1

fit parameters (± stat. ± syst.)

Ankle

Instep

2nd Knee

Toes 
(Suppression)

The quest for UHECR origins 
Auger, PRL (2020)

Ultra-high energy cosmic rays (UHECR)
Long thought to be of extragalactic origin > 5 EeV (0.8 J!), marking the ankle

Observed spectral features: instep at 10-15 EeV, toe at 40-50 EeV
→ markers of Peters cycle (acceleration) and UHECR horizon (propagation) 
     based on joint spectral-composition modeling

Spectral and composition observables integrated over the sphere  
→ help constrain source distance distribution & source escape spectrum

Anisotropy observables 
→ break down the flux (and composition) vs arrival direction: pinpoint sources?

Credits: Jorge Cham & Daniel Whiteson
2

Phys. Rev. Lett. 125 (2020) 121106 
Phys. Rev. D102 (2020) 062005 
Eur. Phys. J. C81 (2021) 966 

No declination dependence 
found beyond the expectation 
from dipole

6

No energy shift

Vertical spectrum bands

North

3-way comparison

ε ~ 20 000 km² sr yr

6

No energy shift

Vertical spectrum bands

North

3-way comparison

ε ~ 20 000 km² sr yr



Combined energy spectrum of Auger Observatory
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Ankle

Instep

2nd Knee

Toes 
(Suppression)

Phys. Rev. Lett. 125 (2020) 121106 
Phys. Rev. D102 (2020) 062005 
Eur. Phys. J. C81 (2021) 966 
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Combined spectrum

likelihood of combination fit = exposure shifts x energy calibration shifts x forward-folding

description of data sets by model

fit function:

Fit just a parametrization, 
no physics assumptions



Combined energy spectrum of Auger Observatory
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Dip model with proton composition: 
• spectrum features not reproduced 
• neutrino flux would be too high

8

The energy spectrum of UHECRs
Expected cosmic-ray energy spectrum with propagated protons 
-> dip model, see Berezinsky et al. Phys.Rev.D 74 (2006)

• The expected cosmic-ray energy spectrum with propagated protons 
does not properly reproduce the data  

• See Auger Collab. JCAP 04 (2017) 038; JCAP 05 (2023) 024; JCAP 
01 (2024) 022; JCAP 07 (2024) 094 for alternative scenarios  

• The associated cosmogenic neutrinos would violate the limit

J. Alvarez-Muniz, talk, Tue 19 

Auger Collab. JCAP 10 (2019); ICRC2023

Berezinsky et al. Phys.Rev.D 74 (2006) 043005
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Auger Collab. JCAP 10 (2019); ICRC2023

(Boncioli, Auger, UHECR 2024)



Mass composition from longitudinal shower profile

9(Auger, Phys. Rev. D90 (2014), 122005 & 122005, ICRC 2023)

Depth of shower maximum as composition-sensitive observable

E = 1018 eV E = 1019 eV

H

He

CNO

Fe

factor 4 in energy
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Jonas Glombitza on behalf of the Pierre Auger Collaboration

Event-by-event reconstruction of Xmax with the
Surface Detector of the Pierre Auger Observatory
using deep learning

PoS(ICRC2021)359
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Figure 1: (a) Simulated signal pattern measured by the surface detector. The marker sizes indicate
the amount of measured signal and the colors represent the arrival time of the shower at a given
station (yellow=early, red=late). The arrow denotes the projection of the shower axis on the surface
and its tip the shower core. (b) Simulated signal trace of a cosmic-ray event measured at a surface-
detector station at a distance of about 1000 m to the shower core. Different colors indicate signals
from different shower components.

minimized during network training.
This work is structured as follows. First, we specify the data sets for both the simulation studies

and measured Auger hybrid data, which include information from the FD for validation purposes.
We explain in detail how the simulated data are prepared and augmented for the optimization
of the network parameters and the reconstruction of !max. After that, we describe in detail the
architecture and training of the deep network. Then we show the !max reconstruction performance
of the network on simulated data as a function of energy, zenith angle, mass of the primary particle,
and the effect of using two hadronic interaction models different from the one used in the training.
Finally, we verify the capabilities of the network by direct comparison of the measured maximum
shower depth !max of the network and of the FD. We correct for detector-aging effects resulting
from long-term operation of the observatory. Subsequently, we calibrate the absolute !max value of
the network output, and determine the !max resolution of the network as a function of the primary
energy.

2 Data sets and their preparation

The measured air shower footprint consists of a characteristic pattern of several triggered WCDs
arranged in a hexagonal grid (see Fig. 1a). Using three PMTs each triggered station measures the
time-dependent density of particles encoded in three signal traces. An example of a simulated
signal trace is shown in Fig. 1b.

The basic idea is to provide the network as input the raw data of a measured cosmic-ray
event. The raw information for each triggered station consists of three signal time traces, the station
position and the time of the first shower particles arriving at the station.

– 3 –

Simulated signal of one surface station

www.jonas-glombitza.comXmax reconstruction using deep learning
Glombitza | RWTH Aachen | 6 07/01/21 | ICRC 2021

Evaluation – EPOS-LHC

DNN trainined using EPOS-LHC

● evaluation using EPOS-LHC

● performance improves with energy

● above 10 to 20 EeV

 bias vanishes

 proton resolution ~30 g/cm²

 iron resolution ~20 g/cm²

● averaged among compositions

 overall bias ~ 0 g/cm²

-max reconstruction using deep learning Jonas Glombitza

Figure 4: Event-by-event correlation of -max as measured by the DNN and the FD using golden hybrids.

reconstruction bias at low energies (compare to Fig. 1a). After fitting a constant to the data, which
yields �30.0 ± 0.6 g/cm2, the predictions of the DNN are calibrated to the FD -max scale.

We show the energy dependence of f(-max,DNN � -max,FD) in Fig. 5b. Statistical uncertainties
are estimated using bootstrapping. To extract the resolution of the DNN, we first parameterize this
dependency by fitting the function f�-max (⇢) = 0 · 4�1 · (log10 ⇢/eV�18.5) + 2 to the data. The obtained
parameters are 0 = 18.0 ± 2.5 g/cm2, 1 = 2.9 ± 1.2, and 2 = 27.7 ± 2.6 g/cm2. The fit is depicted
as the continuous red line in Fig. 5b. To determine the resolution of the DNN, we subtract the FD
resolution [2], which is shown as dashed grey line, in quadrature. The resulting DNN resolution is
shown as a dashed red line. It improves from approximately 40 g/cm2 at 3 EeV to below 25 g/cm2

beyond 20 EeV. This is in good agreement with our expectations from simulation studies (compare
with Fig. 2) and strengthens the finding that the resolution is independent of the interaction model.
This implies that only a calibration to the -max scale of the FD, as performed above, is needed for
using the DNN for event-by-event composition studies.

6. Conclusion

In this contribution, we presented a deep neural network (DNN) to reconstruct the atmospheric
depth of the shower maximum -max using the SD. The network was trained using EPOS-LHC
showers and further evaluated on QGSJetII-04 and Sibyll 2.3 showers. The composition bias of
the reconstruction is similar for all interaction models and amounts to only a few g/cm2 beyond
10 EeV. Additionally, it was found that the overall bias of the -max reconstruction depends on the
hadronic interaction model used, requiring a calibration of the method. In contrast, the resolution
was found to be independent of the interaction model. It amounts for protons (iron) to roughly
40 g/cm2 (25 g/cm2) at 10 EeV, and reaches 30 g/cm2 (15 g/cm2) beyond 100 EeV. By further
investigating the discrimination power of the reconstruction, it was shown that the DNN will enable
mass-composition studies on an event level.

To verify the method’s performance and calibrate the predictions of the DNN to the -max scale
of the FD, hybrid measurements were used. The calibration was found to be energy-independent,
with a size of the -max bias moderately above expectations from simulation studies. The resolution
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Figure 12: (a) Energy-dependent bias of the deep neural network with respect to the reconstruction
of the fluorescence detector. (b) Energy-dependent resolution of the deep neural network with
respect to the reconstruction of the fluorescence detector.

6 Summary

In this work we presented a new approach for reconstructing the maximum shower depth !max using
only the signal traces of the water-Cherenkov detectors (WCDs) placed on ground, which record a
tiny subset of the billions of shower particles. It was shown that the presented method is capable
of exploiting the data measured by the WCDs more comprehensively than ever before by adapting
deep learning techniques, resulting in an unprecedented performance for mass composition studies
using the surface detector.

As reconstruction method we have developed an advanced deep neural network which is
especially suited for the situation of the Pierre Auger Observatory. The signal traces of the WCDs
are analyzed by the network using so-called LSTM cells and their measurements are combined
according to the hexagonal symmetry of the detector grid.

A key issue to correctly adjust the network parameters is the proper preparation of the data
used for the network training. In addition to re-scaling and normalization of the signal amplitudes
and time measurements, we implement real operation-conditions in the simulation data as data
augmentation during the training. This includes missingWCDs due to hardware failures or showers
falling close to the edges of the detector grid, missing signal traces of single photomultipliers and
detector stations with saturated signal traces owing to high-energy events or very close shower cores.
By including such effects, we make the network robust against small differences between simulation
and measured data, enhancing its generalization capacities and providing an accurate reconstruction
of !max for zenith angles up to 60◦ and even for events with saturated station electronics.

Initially we evaluate the performance of the network on simulated data. When evaluating the
network using disjunct data from the same simulation as used for training, we observe an almost
bias free reconstruction of !max. The !max resolution improves with increasing cosmic ray energy
and is composition dependent. For proton-induced showers the resolution is 38 g/cm2 at 10 EeV
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Model-independent observation in DNN data set

Energy-independent elongation rate excluded at 4.4 sigma 
Breaks of elongation rate correlated with breaks in energy spectrum
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FIG. 12: Investigated models (grey lines) describing the evolution of →Xmax↑ as a function of energy E. The studied models are
piecewise-linear in log10(E/eV). (a) Fit of a constant elongation rate, as suggested by the FD data analyses above 3 EeV. More
complex models describing a scenario beyond a constant evolution: piecewise-linear models with (b) one break, (c) two breaks,
and (d) three breaks. The locations of the breaks are indicated by grey arrows.

4.4! , which, on a statistical basis, indicates a substructure in
the evolution of the UHECR composition. The significance of
rejecting the hypothesis of a two-break model using the three-
break model amounts to 3.3! .

The investigated models and their parameters are summa-
rized in Table III, including statistical and systematic uncer-
tainties, and compared to the positions of the energy spec-
trum features identified at ultra-high energies. Systematic
uncertainties were estimated by shifting the measurement
by the upper and lower energy-dependent uncertainties dis-

cussed in Section III E and re-fitting the data and further-
more incorporating the uncertainty on the hybrid calibra-
tion by an energy-dependent calibration (see Fig. 18) affect-
ing the size of the elongation rate. The breaks in the evo-
lution of →Xmax↑ in all models are observed to be at sim-
ilar energies as the features of the UHECR energy spec-
trum [53], i.e., the ankle at (4.9± 0.1(stat)±0.8(sys)) EeV,
instep at (14±1(stat)±2(sys)) EeV and suppression at
(47±3(stat)±6(sys)) EeV. Note that, even for a joint astro-
physical interpretation, features in the energy spectrum and

7

analyses [12, 37, 50–52] and extending our measurements to
100 EeV. As shown in Figure 2b, with rising energy, the fluc-
tuations diminish and agree well with previous FD measure-
ments. The observation of decreasing !(Xmax) implies that
besides becoming heavier, the mass composition also has to
be rather pure. This yields a consistent interpretation of the
primary UHECR composition when combined with measure-
ments of →Xmax↑. The small fluctuations disfavor a substantial
fraction of light particles at the highest energies and, at the
same time, indicate that the observed suppression in the en-
ergy spectrum cannot be entirely ascribed to effects of extra-
galactic propagation [8, 9].

A change in the composition of the primary mass can be
studied by investigating the elongation rate:

D10 =̂
d→Xmax↑
dlog10 E

= D̂10

(
1↓ d→lnA↑

dlnE

)
,

defined by the change of →Xmax↑ in one decade of energy
and comparing it to an expected elongation rate D̂10 obtained
using simulations, which is to a good approximation uni-
versal across all primary masses A and hadronic interaction
models and ranges from 55 to 60 gcm↓2 decade↓1. A lin-
ear fit with a constant elongation rate yields D10 = 24.1 ±
1.2 gcm↓2 decade↓1, in good agreement with the FD mea-
surements in this energy range

(
(26±2) gcm↓2 decade↓1),

but does not describe well our data with ∀2/dof = 46.7/13.
Due to the significant increase in statistics, we find evidence
for a distinctive structure in the transition towards a heav-
ier composition. We study the energy dependence of →Xmax↑
using a function piece-wise linear in log(E/eV) with three
breaks. The observed elongation rate model, shown as a
red line in the top panel of Figure 3, features three breaks
(∀2/dof = 10.4/7) at which the elongation rate changes. Us-
ing Wilks’ theorem, we compared this model with the null hy-
pothesis of a constant elongation rate and found that we can
reject the constant elongation rate model at a statistical signif-
icance of 4.6! . Considering energy-dependent systematic un-
certainties, the significance level for rejecting a constant elon-
gation rate reduces to 4.4! . We furthermore studied the com-
patibility of the FD data with our new elongation rate model
and observed a good agreement (∀2/dof = 12.8/12). The null
hypothesis of a model describing only two breaks at lower en-
ergies (E1,E2), positioned close to the ankle and instep, can
be rejected at a statistical significance level of 3.3! using the
found elongation rate model. The rejection of the two-break
model hypothesis shows a stronger dependence on systematic
uncertainties due to the low statistics in the hybrid data set at
high energies (E > 30 EeV) used for investigating the energy
dependence of the DNN calibration. A single-break model
can be rejected with a significance of 4.4! and consistently
remains above the 3! level when including systematics.

The fitted parameters of the model with three breaks are
summarized in Table I together with the positions of the en-
ergy of spectrum features measured using the SD and the infill
array with 750 m spacing. As shown as a continuous red line
in the top panel of Figure 3, the found breaks in the evolution
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FIG. 3: Positions of breaks in the elongation rate compared to the
features identified in the energy spectrum. Top: Evolution of →Xmax↑
as a function of energy for the SD (black) and the FD (grey) [37].
The red line indicates the elongation model found using the SD, and
the dotted grey line using the FD. Bottom: Combined energy
spectrum [53] as measured using the SD 1500 m array and the low
energy 750 m infill array of the Observatory. Grey regions indicate
the uncertainties in the energy of the found breaks in the →Xmax↑
evolution and features in the energy spectrum.

of →Xmax↑ are observed close to the ankle, instep, and sup-
pression features of the energy spectrum [53], shown in the
bottom panel of Figure 3. The hatched grey regions denote
statistical and systematic uncertainties of the position of the
features. Note that distinct features do not have to emerge at
similar energies for an astrophysical interpretation of the en-
ergy spectrum and its composition. For example, the break in
the elongation rate observed using the FD of the Observatory
around 2 EeV [51], shown as a dotted grey line in the top panel
of Figure 3, is physically interpreted [8, 9, 54] in association
with the ankle, which has been discovered at 5 EeV.

Interestingly, the composition model discussed in Ref. [9]
(Fig. 3 and Fig. 6), derived by taking into account astrophys-
ical scenarios, including extragalactic propagation and fitting
the energy spectrum measured by the SD and the Xmax distri-
bution observed by the FD, predicts three breaks at positions
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Figure 11. Left: the e�ect of the uncertainties from models on the energy spectrum. Right: the
e�ect on the relative abundances at the top of the atmosphere. The bands represent the maximal
variations given by the results in table 3. The shaded grey area indicates the energy region where
energy-by-energy estimates of the mass composition are not available (i.e. above the median of the
highest energy bin used for Xmax data) and mass predictions are mainly based on the shape of the
all-particle spectrum.

less accurate [63]. Besides, as concerns the EBL spectrum and evolution, we tested also the
Domínguez model, which has a higher spectral energy density in the far infrared with respect
to the Gilmore one. Regarding the HIM, we verified that QGSJet II-04 cannot properly
describe our data (D & 1000 in all cases), and is thus excluded from this analysis. Instead
of fixing a single HIM, we allow for the possibility to describe our data with an intermediate
model between Epos-LHC and Sibyll 2.3d by introducing an additional nuisance parameter
‡HIM, limited between 0 and 1. In this way each HIM-dependent Gumbel parameter is
interpolated as alpha as “HIM = ‡HIM “Epos-LHC + (1 ◊ ‡HIM) “Sibyll 2.3d,8 so that ‡HIM = 0
corresponds to “pure” Sibyll 2.3d and ‡HIM = 1 to “pure” Epos-LHC.9

The results thus obtained are summarised in table 3 and their e�ect on the predicted
fluxes at Earth is shown in figure 11.

Regardless of the propagation models configuration, our data appear to be better de-
scribed by pure Epos-LHC or by intermediate models much closer to Epos-LHC than to
Sibyll 2.3d, making the HIM choice the dominant uncertainty among the ones from models
in terms of predictions at Earth. For example, from table 4 it is clear that a significant
worsening of the deviance is obtained when Sibyll 2.3d is assumed as the HIM and the ref-
erence propagation models configuration is used. As concerns the propagation models e�ects,
even if the impact on the deviance and on the predicted fluxes at the Earth is smaller, some
changes in the best fit parameters at the sources are observed, which are in agreement with
what is expected to compensate the di�erences in the propagation to produce similar fluxes
at the Earth. When the photodisintegration cross sections are modelled with PSB instead
of Talys, the absence of secondary alpha-particle production during propagation must be
compensated by a larger amount of helium ejected at the sources. When the EBL spectrum

8
For a given primary mass and energy, the Gumbel distribution parameters µ, ‡, ⁄ are linear functions of

the HIM-dependent parameters ai, bi, ci, so it makes no di�erence whether we interpolate the former or the

latter.
9
This is just an approximation, as the “true” model is not necessarily a linear interpolation between

Epos-LHC and Sibyll 2.3d.

– 19 –

Index depends

on suppression 
function



15

Apparent tension with hadronic interaction models
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FIG. 15: Evolution of the measurements determined using the FD [62] (grey markers) and the DNN (black circles) in the
re-scaled →Xmax↑ vs. !(Xmax) representation compared to specific composition predictions for the hadronic interaction models
EPOS-LHC, Sibyll2.3d, and QGSJetII-04 at 10 EeV. The arc-like curves denoted by blue lines indicate transitions between
pairs of pure compositions labeled with their mass numbers (resulting in a so-called “umbrella” plot).

around 10 EeV and 30 EeV, the →lnA↑ shows indications of an
almost constant composition. For all interaction models, the
fluctuations !2(lnA) in lnA are small, indicating a composi-
tion dominated by a single type of nucleus. This observation
exhibits a distinct characteristic that is quite compatible with
the expectations for the Peters cycle. However, for quantita-
tive results on the fluctuations of lnA, the systematic uncer-
tainties in the measurements, as well as the uncertainties in
the interaction models, will need to be reduced.

Nonphysical negative fluctuations are found for QGSJetII-
04 across the whole energy range, strongly disfavoring the
model, in line with previous studies [21, 61, 62, 69]. Nega-
tive fluctuations for Sibyll2.3d and EPOS-LHC are also vis-
ible but are compatible with zero within uncertainties. Note
that this result does not state that the fluctuations are not cor-
rectly modeled in simulations but rather that the fluctuations

expected from a composition derived from the →Xmax↑ mea-
surement are in tension with the model predictions. In fact,
the uncertainties from the interaction-model description of the
fluctuations are rather small, and parts of the mismatch found
could likely originate from differences in the Xmax scale in
measured data and simulations. Indications for such a tension
in the →Xmax↑ scale in simulation and data were previously re-
ported in other studies [12, 58].

Another way of comparing the measured data to model pre-
dictions is the illustration of the data in a re-scaled !(Xmax)
vs. Xmax plane [15, 70, 71]. First, in this representation, the
measurements of →Xmax↑ are transformed into the scale of the
respective model. Thus, x = 0 translates to a pure iron com-
position, and x = 1 corresponds to a pure proton composition.
A similar transformation is applied to !(Xmax) and denoted
with y. Note that extremely mixed compositions would fea-

(Auger, 2406.06319)

UHECR 2022 J. Vícha (FZU): Testing HI Models using Xmax and Signal at Ground 20/21

Less model-dependent mass composition
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comparison the results from data. The expected values of the
average quadrupole amplitude, Q, for the same models of the
high-energy source population are displayed in the right panel
of Figure 7, together with the results from data and the 99% CL
upper limits obtained for Q. The dipolar and quadrupolar

anisotropies for both source densities are compatible with the
experimental results within the uncertainties, although for the
smallest source density the quadrupole prediction is in slight
tension, in particular for the highest energy bin. Possible ways
to reduce the quadrupole prediction, besides increasing the
source density considered, would be to invoke strong turbulent
Galactic and/or extragalactic magnetic field deflections to
smooth out the arrival direction maps (D. Allard et al. 2022;
T. Bister & G. R. Farrar 2024).
For energies below the ankle, the results for the low-energy

component of the combined fit of the energy spectrum and
mass composition measured with the Pierre Auger Observatory
can be described by two different scenarios (Pierre Auger
Collaboration 2023a). The first one consists of a Galactic
contribution of nitrogen and an extragalactic contribution of
protons (which could be produced by interactions of nuclei
from the high-energy population in the environment of the
sources). The second one consists of an extragalactic contrib-
ution of mixed composition (proton, helium, and nitrogen). In
both scenarios, there is also a high-energy extragalactic
component with mixed composition, as considered before.
The dipolar anisotropy of the nitrogen Galactic component of

the first scenario is expected to point close to the Galactic center,

Table 5
Results for the Large-scale Analysis in R.A

E N d⊥ αd ( )P r1
a ( )d %UL

^
(EeV) (%) (deg)

SD-750 East–West 1/32–1/16 1,811,897 0.8 0.3
0.5

-
+ 110 ± 31 0.22 1.9

1/16–1/8 1,843,507 0.6 0.2
0.4

-
+ −69 ± 32 0.23 1.5

1/8–1/4 607,690 0.4 0.1
0.7

-
+ −44 ± 68 0.79 1.8

Fourier 0.25–0.5 135,182 0.5 0.2
0.6

-
+ −107 ± 55 0.65 1.7

SD-1500 East–West 0.25–0.5 930,942 0.5 0.2
0.5

-
+ −132 ± 47 0.51 1.7

0.5–1 3,049,342 0.4 0.2
0.3

-
+ −95 ± 35 0.28 1.0

1–2 1,639,139 0.1 0.1
0.4

-
+ −84 ± 88 0.93 1.0

Fourier 2–4 380,491 0.4 0.2
0.3

-
+ −41 ± 38 0.36 1.2

Note. For each energy bin, the number of events N, the equatorial component of the amplitude d⊥, the R.A. of the dipole direction αd, the probability of getting a
larger amplitude from fluctuations of an isotropic distribution ( )P r1

a , and the 99% CL upper limit dUL
^ are presented.

Figure 5. Equatorial dipole (a) amplitude and (b) phase for the energy bins where the data set from the SD-1500 array (purple circles) or that from the SD-750 array
(green circles) is used. The 99% CL upper limits for the energy bins in which the obtained amplitude has a P( r1

a ) > 1% are shown. Results from the IceCube and
KASCADE-Grande Collaborations are also included for comparison (IceCube Collaboration 2012, 2016; KASCADE-Grande Collaboration 2019).

Figure 6.Map in Galactic coordinates showing the predictions for the direction
of the mean dipole (stars) and the 68% CL contour regions (dashed lines)
obtained for 103 realizations of the source distribution for a density of
10−4 Mpc−3 and for each energy bin above 4 EeV. This is compared to what is
obtained in data (solid lines). The gray dots represent the location of the
galaxies in the IR catalog within 120 Mpc.
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comparison the results from data. The expected values of the
average quadrupole amplitude, Q, for the same models of the
high-energy source population are displayed in the right panel
of Figure 7, together with the results from data and the 99% CL
upper limits obtained for Q. The dipolar and quadrupolar

anisotropies for both source densities are compatible with the
experimental results within the uncertainties, although for the
smallest source density the quadrupole prediction is in slight
tension, in particular for the highest energy bin. Possible ways
to reduce the quadrupole prediction, besides increasing the
source density considered, would be to invoke strong turbulent
Galactic and/or extragalactic magnetic field deflections to
smooth out the arrival direction maps (D. Allard et al. 2022;
T. Bister & G. R. Farrar 2024).
For energies below the ankle, the results for the low-energy

component of the combined fit of the energy spectrum and
mass composition measured with the Pierre Auger Observatory
can be described by two different scenarios (Pierre Auger
Collaboration 2023a). The first one consists of a Galactic
contribution of nitrogen and an extragalactic contribution of
protons (which could be produced by interactions of nuclei
from the high-energy population in the environment of the
sources). The second one consists of an extragalactic contrib-
ution of mixed composition (proton, helium, and nitrogen). In
both scenarios, there is also a high-energy extragalactic
component with mixed composition, as considered before.
The dipolar anisotropy of the nitrogen Galactic component of

the first scenario is expected to point close to the Galactic center,

Table 5
Results for the Large-scale Analysis in R.A
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a ( )d %UL
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(EeV) (%) (deg)

SD-750 East–West 1/32–1/16 1,811,897 0.8 0.3
0.5
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+ 110 ± 31 0.22 1.9

1/16–1/8 1,843,507 0.6 0.2
0.4
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+ −69 ± 32 0.23 1.5
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0.7
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Fourier 0.25–0.5 135,182 0.5 0.2
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+ −132 ± 47 0.51 1.7

0.5–1 3,049,342 0.4 0.2
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+ −95 ± 35 0.28 1.0

1–2 1,639,139 0.1 0.1
0.4
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+ −84 ± 88 0.93 1.0
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Note. For each energy bin, the number of events N, the equatorial component of the amplitude d⊥, the R.A. of the dipole direction αd, the probability of getting a
larger amplitude from fluctuations of an isotropic distribution ( )P r1

a , and the 99% CL upper limit dUL
^ are presented.

Figure 5. Equatorial dipole (a) amplitude and (b) phase for the energy bins where the data set from the SD-1500 array (purple circles) or that from the SD-750 array
(green circles) is used. The 99% CL upper limits for the energy bins in which the obtained amplitude has a P( r1

a ) > 1% are shown. Results from the IceCube and
KASCADE-Grande Collaborations are also included for comparison (IceCube Collaboration 2012, 2016; KASCADE-Grande Collaboration 2019).

Figure 6.Map in Galactic coordinates showing the predictions for the direction
of the mean dipole (stars) and the 68% CL contour regions (dashed lines)
obtained for 103 realizations of the source distribution for a density of
10−4 Mpc−3 and for each energy bin above 4 EeV. This is compared to what is
obtained in data (solid lines). The gray dots represent the location of the
galaxies in the IR catalog within 120 Mpc.
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comparison the results from data. The expected values of the
average quadrupole amplitude, Q, for the same models of the
high-energy source population are displayed in the right panel
of Figure 7, together with the results from data and the 99% CL
upper limits obtained for Q. The dipolar and quadrupolar

anisotropies for both source densities are compatible with the
experimental results within the uncertainties, although for the
smallest source density the quadrupole prediction is in slight
tension, in particular for the highest energy bin. Possible ways
to reduce the quadrupole prediction, besides increasing the
source density considered, would be to invoke strong turbulent
Galactic and/or extragalactic magnetic field deflections to
smooth out the arrival direction maps (D. Allard et al. 2022;
T. Bister & G. R. Farrar 2024).
For energies below the ankle, the results for the low-energy

component of the combined fit of the energy spectrum and
mass composition measured with the Pierre Auger Observatory
can be described by two different scenarios (Pierre Auger
Collaboration 2023a). The first one consists of a Galactic
contribution of nitrogen and an extragalactic contribution of
protons (which could be produced by interactions of nuclei
from the high-energy population in the environment of the
sources). The second one consists of an extragalactic contrib-
ution of mixed composition (proton, helium, and nitrogen). In
both scenarios, there is also a high-energy extragalactic
component with mixed composition, as considered before.
The dipolar anisotropy of the nitrogen Galactic component of

the first scenario is expected to point close to the Galactic center,

Table 5
Results for the Large-scale Analysis in R.A

E N d⊥ αd ( )P r1
a ( )d %UL

^
(EeV) (%) (deg)

SD-750 East–West 1/32–1/16 1,811,897 0.8 0.3
0.5

-
+ 110 ± 31 0.22 1.9

1/16–1/8 1,843,507 0.6 0.2
0.4

-
+ −69 ± 32 0.23 1.5

1/8–1/4 607,690 0.4 0.1
0.7

-
+ −44 ± 68 0.79 1.8

Fourier 0.25–0.5 135,182 0.5 0.2
0.6

-
+ −107 ± 55 0.65 1.7

SD-1500 East–West 0.25–0.5 930,942 0.5 0.2
0.5

-
+ −132 ± 47 0.51 1.7

0.5–1 3,049,342 0.4 0.2
0.3

-
+ −95 ± 35 0.28 1.0

1–2 1,639,139 0.1 0.1
0.4

-
+ −84 ± 88 0.93 1.0

Fourier 2–4 380,491 0.4 0.2
0.3

-
+ −41 ± 38 0.36 1.2

Note. For each energy bin, the number of events N, the equatorial component of the amplitude d⊥, the R.A. of the dipole direction αd, the probability of getting a
larger amplitude from fluctuations of an isotropic distribution ( )P r1

a , and the 99% CL upper limit dUL
^ are presented.

Figure 5. Equatorial dipole (a) amplitude and (b) phase for the energy bins where the data set from the SD-1500 array (purple circles) or that from the SD-750 array
(green circles) is used. The 99% CL upper limits for the energy bins in which the obtained amplitude has a P( r1

a ) > 1% are shown. Results from the IceCube and
KASCADE-Grande Collaborations are also included for comparison (IceCube Collaboration 2012, 2016; KASCADE-Grande Collaboration 2019).

Figure 6.Map in Galactic coordinates showing the predictions for the direction
of the mean dipole (stars) and the 68% CL contour regions (dashed lines)
obtained for 103 realizations of the source distribution for a density of
10−4 Mpc−3 and for each energy bin above 4 EeV. This is compared to what is
obtained in data (solid lines). The gray dots represent the location of the
galaxies in the IR catalog within 120 Mpc.
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2MASS IR catalog, 
source density 10-4 Mpc-3

3

Figure 1. Left above: The density field of the local universe derived from CosmicFlow-2 (Hoffman et al. 2018) in Super-
galactic coordinates; a 3D interactive view is available at [https://sketchfab.com/3d-models/quasi-linear-construction-of-the-density-field-
91448f58ed5b4a30b5dc270a34fb4352] Left below: The intensity map of the flux illuminating the Galaxy � 8 EeV, for sources following
the CosmicFlow-2 density field using the Eq. 1, “d90”, treatment; the pattern is virtually identical for the sharp-horizon treatment, but with
maximum relative flux =1.47 instead of 1.67 as in “d90”. The direction of the dipole component is not far from the CMB dipole. Right panels:
The colored lines are the percentage contribution to the observed UHECR flux coming from the indicated distance bins, as a function of energy,
for the parameters of the best-fitting d90 (above) and sharp-horizon SH* (below) models detailed in Table 1. The dots represent the average
over the energy bin indicated at the top. The actual calculation uses 1 Mpc bins in distance and 0.1 bins in log10(E).

discussed in Table 1; the meaning should be clear in context.)
Even if the source spectrum were known, Eq. 1 is not an ex-
act description because the energy loss rate evolves during
evolution as the composition and energy change. Moreover
the d90(A, E) values available in the literature are integrated
above a threshold rather than applying to a bin of energy.
A future more accurate treatment needs to take this into ac-
count as well as taking the source spectrum as an unknown
to be self-consistently fit.

We explore the possible spreading of the source images
and reduction in horizon due to diffusion in the EGMF, us-
ing the sharp-horizon treatment. We adopt the simplest hy-
pothesis that the universe is filled with homogeneous and
isotropic turbulent magnetic fields. While the turbulence
level of the EGMF is still unknown, upper limits obtained by
various measurements or arguments exist (Durrer & Neronov
2013). We adopt a Kolmogorov spectrum and – to fully

cover the possible parameter space – we consider rms ran-
dom field strength 0.08  BEG  10 nG and coherence
length 0.08  �EG  0.5 Mpc. The diffusion coefficient,
DEG, and indeed all magnetic deflections, depends on rigid-
ity, E/Z; in the relevant rigidity domain, DEG is proportional
to
⇣
E/ZBEG�0.5

EG

⌘2
(Globus et al. 2008). The intensity profile

of a single source depends on the diffusion coefficient and on
the distance to the source; it is calculated by a method fol-
lowing the diffusion of light in scattering media, that allows
to take into account the transition between quasi-linear and
diffusive regimes, as detailed in Appendix A.

For a given assumed EGMF, composition and energy, and
adopting either the sharp-horizon or d90 attenuation, we cal-
culate the weight of a 1-Mpc-thick shell of matter at dis-
tance z in the total observed CR flux at the given (A, E). The
final illumination map for that (A, E) and attenuation model
is then the weighted sum of the surface mass density in each

(Ding, Globus & Farrar 
ApJ 913 (2021) L13)

Dipole compatible with extragalactic origin

(Auger, ApJ 976 (2024) 48)
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A closer look at the catalog-based models

Which UHECR overdensities do the models grasp?
Centaurus region in all models (M83 + Cen A + NGC 4945 at ~4 Mpc)

Galactic-South-pole tepid spot in starburst model (NGC 253 at ~4 Mpc)

No hotspot at (l,b) ~ (280°,75°) from IR model (Virgo cluster at ~16 Mpc)

Observed > 41 EeV

Best-fit models > 38-41 EeV 

9

Disclaimer: qualitative comparison
Starbursts + IR/X-ray/ɣ-ray vs IR/X-ray/ɣ-ray

yield only mild (2-3σ) preference for starbursts

Discovery level of 5σ expected after 2025 
First probe of TA over-densities thanks to inclined showers

(Astrophysical Journal, 935:170, 2022, update ICRC 2023)

Centaurus A: E > 3.8 1019 eV, ~27° radius, 4.0 σ (post trial) 
Starburst galaxies: E > 3.8 1019 eV, ~25° radius, 3.8 σ (post trial)

Centaurus A

Eth= 3.8 1019eV,  ψ =23° - 25°

SBG

CenA

PPC

TA hot-spot

Cen A
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Our results

(“2nd maximum” among windows not overlapping with the 1st maximum one,
i.e., distance between centers> 2Ψ)

Most significant excess consistently very close to Centaurus A for all Emin

Excess growing with Emin, but not its significance due to decreasing statistics
5.2σ pre-trial !→ 3.1σ post-trial

Nothing anywhere else significant at> 2.7σ pre-trial, regardless of Emin
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Our results

(“2nd maximum” among windows not overlapping with the 1st maximum one,
i.e., distance between centers> 2Ψ)

Most significant excess consistently very close to Centaurus A for all Emin

Excess growing with Emin, but not its significance due to decreasing statistics
5.2σ pre-trial !→ 3.1σ post-trial

Nothing anywhere else significant at> 2.7σ pre-trial, regardless of Emin
7 /14

Cen A ~ 3.1σ post trial, all others below 2.7σ
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Comparison with Telescope Array results
The centers (though not all) of the regions from which TA reported excesses
in TA ICRC2023 are inside the part of the sky we studied.

superga
lactic la

titude B

supergalactic longitude LPierre Auger Obs. FoVTelescope Array FoVFig. 1–2 range  
(a) ETA ≥ 57 EeV(b1) ETA ≥ 1019.4 eV(b2) ETA ≥ 1019.5 eV(b3) ETA ≥ 1019.6 eV
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Do we see anything in particular there?
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(Auger, ICRC 2023 
UHECR 2024)

In spite of comparable integrated exposures (similar Nbg) within those windows,
our data do not confirm the Telescope Array reported excesses
and are in good agreement with isotropic expectations.

On the other hand, in each window there are possible values of Φin/Φout
that neither dataset can exclude at the 99% C.L. (e.g., 1.68 in (a), 1.225 in (b1), …).

Caveat: This implicitly assume a flux excess uniform within the window.
An excess more concentrated in the north than in the south of the window
would be underestimated using Auger data.

But the TA reported window position was the result of a scan – wouldn’t that
have resulted in a more northern maximum-significance window position?

12 /14
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Fit with  additional model parameters: magnetic field 
blurring, catalog contribution fraction 

- signal fraction of 20% for SBG catalog; 

- main contribution from Centaurus region, 

- results compatible with standard combined  fit

- significance of TS is  ~4.5 σ

- but no coherent deflection

(Auger, JCAP 01 (2024) 022)
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Photons interact deeper (larger Xmax),

fewer muons (rise time, lateral slope)

SD

simulated signal 
in SD tank

Photon Search Results

Energy[eV]
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ICRC11TA

Hyb 2009
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Z-burst
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✞✝ ☎✆G.I. Rubtsov [TA Coll.], icrc1266
✞✝ ☎✆M. Settimo [Auger Coll.], icrc393

44

(Auger, ICRC 2023 & UHECR 2024)

(Auger, 2006 – 2011)

Top-down processes as 
dominant sources excluded 
Sensitivity reaches GZK 
predictions

hadron
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nt

n

nt

p

muons

electromagnetic
particles

Auger Observatory

Neutrino search using inclined air showers
Aperture comparable to IceCube at highest energies 
Limits constrain astrophysical neutrino models

10

Upper limits to diffuse flux & 
event rates in Auger SD
1 Jan 2004 – 31 Dec 2021

M. Niechciol for Auger
PoS(ICRC2023)1488

• Best sensitivity slightly below 1 EeV
• Auger limits constrain models assuming

pure proton primary cosmic beam

Invited review talk today by O. Deligny on constraints on BSM 
physics from EAS and from UHE gamma-ray and neutrino searches

(Auger, UHECR 2024)
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Phase I  (2004 – 2023)             Phase II  (2024 – 2035)



Phase II: upgrade of the Observatory – AugerPrime
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Physics motivation 

- Composition measurement 
up to 1020 eV


- Composition selected anisotropy

- Particle physics with air showers

- Much better understanding of 

new and old data

Components of AugerPrime 

- 3.8 m2 scintillator panels (SSD)

- New electronics (40 MHz -> 120 MHz)

- Small PMT (dynamic range WCD)

- Radio antennas for inclined showers

- Underground muon counters 

(750 m array, 433 m array)

- Enhanced duty cycle of fluorescence tel.

radio

μComposition sensitivity
with 100% duty cycle

(AugerPrime design report 1604.03637)
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A #rst glimpse: RD-data

 - also RD-data taking is on-going: -rst events for commissioning are there

 

 

13

Event at 84.7 degree
36 +- 3 EeV

Jörg R. Hörandel - RD status - Malargüe, Nov 2024 2

RD SD

Azimuth (deg) 156.99±0.01 157±0.1

Zenith (deg) 84.7±0.01 84.7±0.1

Energy (EeV) 36.23 	± 	3.34 38.55 	± 	2.92

Core X (km) -19.8 -17.40±0.88

Core Y (km) -8.73 -9.78±0.45
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Abstract. The detection of inclined air showers (zenith angles ◊ & 65¶) with kilometer-spaced
radio-antenna arrays allows measuring cosmic rays at ultra-high energies (E . 1020 eV).
Radio and particle detector arrays provide independent measurements of the electromagnetic
and muonic shower components of inclined air showers, respectively. Combined, these
measurements have a large sensitivity to discriminate between air showers initiated by lighter
and heavier cosmic rays.

We have developed a precise model of the two-dimensional, highly complex and asym-
metric lateral radio-signal distributions of inclined air shower at ground — the “radio-emission
footprints”. Our model explicitly describes the dominant geomagnetic emission with a rota-
tionally symmetric lateral distribution function, on top of which additional e�ects disturb the
symmetry. The asymmetries are associated with the interference between the geomagnetic and
sub-dominant charge-excess emission as well as with geometrical projection e�ects, so-called
“early-late” e�ects. Our fully analytic model describes the entire footprint with only two
observables: the geometrical distance between the shower impact point at the ground and the
shower maximum dmax, and the geomagnetic radiation energy Egeo. We demonstrate that
with this model, the electromagnetic shower energy can be reconstructed by kilometer-spaced
antenna arrays with an intrinsic resolution of 5% and a negligible bias.
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A measured cosmic ray

Event rate of surface array

Phase IIPhase I

Early radio event
<latexit sha1_base64="g7OXOmfL+wdSTMvVnZL9STf+ep0=">AAADGHicjVLLbhMxFD2d8kjLK8CSjUWExAJFM5RH2FWFVmyQikTSSp2CZqZusDIv2U6lNsoH9Bf6E93Cjh3qlh1fwQ+w4NhMIkFVgUeee33uucf32k7rXBkbht8XgsVLl69cbS0tX7t+4+at9u07A1ONdSb7WZVXejtNjMxVKftW2Vxu11omRZrLrXT00sW3DqQ2qirf2cNa7hbJsFT7KkssoQ/tzrqIjSrESrcnYqsKaUQUvp9EL6bxo0msCyEHU7LCbuiHOO9EjdNBMzar9g/E2EOFDGMUkChh6edIYPjtIEKImtguJsQ0PeXjElMsM3dMliQjITrif8jVToOWXDtN47Mz7pJzamYu4QEENrxiSrbbVdI3tD85jzw2vHCHiVd2FR7SpnPFN8QtPpLxr8yiYU6Z9X+ZriuLffR8N4r11R5xfWZznVeMaGIjHxFY98whNVK/PuAJlLR9VuBOeaYgfMd7tIm30quUjWJCPU3rTt/Vc3F3s77cnRVwDyL6+/rPO4PH3ehZ9+nbJ53VteZptHAP9/GQ9/8cq3iNTVac4Rin+ITPwUnwJfganP2mBgtNzl38MYJvvwCxOaSa</latexit>

E → 3.8↑1019 eV



Example of rich information in data of Phase II
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 2

 Layout SD-750 SD-433

UMD-750

23.5 km2

61 Stations
1.9 km2

19 Stations

UMD-433

2.3m

10.2m2

sensitive

area

9m

1.4m

● 15 radiation lenghts 
underground

● Highly segmented 
(64 strips)

● Direct access to 
muon component of 
showers (both 
density & timing)

Optimal for composition studies in 
the range 1016.5 – 1018.5 eV



Sub-luminal particles: neutrons in scintillators

28

T. Schulz: Subluminal pulses in the Surface-Scintillator detectors of AugerPrime14.11.20243

Subluminal pulses

● Pulses with time delays > r/c 
defined as subluminal

● Subluminal pulses in scintillator 
measurements of Volcano Ranch 
experiment suspected to originate 
from neutrons

WCD

SSD

● Delayed pulses seen in SSD 
measurements of AugerPrime, 
which are not present in the same 
WCD measurements

→ Are these “real” particles or 
electronic effects?

T. Schulz: Subluminal pulses in the Surface-Scintillator detectors of AugerPrime14.11.20245

Finding (subluminal) pulses
● Pulse finding algorithm to detect all 

pulses above certain threshold

● Conservative threshold to avoid 
impact of baseline noise / artifacts

● About 600,000 
traces from 
2020-2024

● Pulse shape 
compatible with 
single particle time 
structure

● Effects of electronics 
ruled out in lab 
measurements

shower front

AugerPrime measurements

Simulation

A

1
1
- &

A

in
I----

Mitratzenan-
Ateñ
- D

Possible impact depending on measurement principle

time

time

Scintillator 
signal

Charge of 
capacitor

late-coming neutron

factor ~2 higher signal

Digitization time

(Drescher & Farrar, Astropart Physics 24 (2005) 372)

particles of shower disc

Classic method of very economic 
charge integration in EAS arrays 
(AGASA, Yakutsk)

Observation of late pulses already reported by Linsley 1984

(Auger, UHECR 2024)



Sub-luminal particles: neutrons in scintillators

29

T. Schulz: Subluminal pulses in the Surface-Scintillator detectors of AugerPrime14.11.202410

Pulse spectrum I

AugerPrime measurementsSimulations from A. Ferrari; arXiv:2406.11702

(Schulz, Auger, UHECR 2024)
Time window for search selects “universal” neutron component



Extension of Auger data taking until 2035

30

4

New electronics Scintillators

Underground muon detectors High-dynamic range PMTs 

Radio upgrade

AugerPrime… is now!

Nov. 16th 2024: signature for the 
extension of the International 

Agreement to continue the operation 
of the Pierre Auger Observatory in 

the upcoming Phase II

Nov. 16, 2024: extension 
of International Agreement 
for Auger Phase II

Nov. 2023: AugerPrime review
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Multi-messenger observation of sources

32

Karl-Heinz Kampert 24 Finance Board, Buenos Aires, Nov. 20, 2017

 OBSERVATORY 

 

Gift of Nature

Auger in predefined ±500 s window as 
sensitive as IceCube !

Joint paper of LIGO, IceCube, Antares & Auger accepted by ApJL

Clear demonstration of the power of Auger

ApJL (2017), 
special issue 
(70 collaborations)

Instantaneous aperture comparable to IceCube if direction of source is favorable 
Multi-messenger: searches for neutrinos and photons in coincidence with GW events

GW170817
PoS(ICRC2023)1488

Latest results from the searches for UHE photons and neutrinos at Auger Marcus Niechciol

PRELIMINARY

Figure 5: Relative contribution of each BBH merger to the 24-hour UHE-neutrino luminosity limit; the
events are shown in chronological order with colors indicating the GW event catalog; for details, see [9].

PRELIMINARY

Figure 6: Results of the stacking analysis in the 24-hour time window [9]. Solid line: upper limit on the total
energy emitted in UHE neutrinos. Dashed lines: partial results when only a subset of the available sources
is taken into account.

O3 [9]. The aim of this analysis is to probe the UHE neutrino luminosity of such mergers from
the non-observation of any UHE neutrino event. As a benchmark model, a universal and constant
UHE-neutrino luminosity for all BBH mergers is assumed, with an ⇢�2

a spectrum. The neutrinos
are assumed to be emitted isotropically during two different hypothetical emission periods after
each merger of 24 h and 60 d. The analysis is then based on the total number of neutrinos that can,
under these assumptions, be expected to be collected from all sources, only taking into account
observational parameters related to the source position and its luminosity distance. Also factored
in is the time-dependent exposure of the SD to the individual sources in the two time windows.
The relative contribution of each BBH merger to the stacking analysis in the 24 h time window is
shown in Fig. 5. The results of this analysis, given in terms of an upper limit on the UHE-neutrino
luminosity, taking into account all 83 BBH merger events observed by LIGO/Virgo during the
three observation runs, is 2.7⇥ 1048 erg s�1 for the 24 h period and 4.6⇥ 1046 erg s�1 for the 60 d
period. The corresponding limits on the total energy emitted in UHE neutrinos are 2.3⇥ 1053 erg

6

Analysis of individual events

Stacking analysis of BBH mergers

(Auger ICRC 2023)

Search for spatial neutrino 
and UHECR correlations 

(ApJ 934 (2022) 164)
above the energy threshold of ∼50 EeV (Biteau et al. 2019).
Furthermore, we include an improved magnetic deflection
model that distinguishes between the Northern and Southern
Hemispheres for analysis 2. We report the results from the three
improved correlation searches, which update the preliminary
reported results in Schumacher (2019), Aublin et al. (2019),
and Barbano (2019). In addition, we report upper limits on the
correlated fluxes of UHECRs and neutrinos based on bench-
mark models for the magnetic deflections.

2. Observatories and Data Sets

All data sets used in this paper are used in previous work by
the four respective collaborations. This section focuses on the
main aspects relevant for our analyses.

2.1. The IceCube Neutrino Observatory

The IceCube Neutrino Observatory (Aartsen et al. 2017d) is
an ice-Cherenkov detector sensitive to neutrinos with energies
�5 GeV. It is located at the geographic South Pole, about 1.45
−2.45 km deep in the ice. Its main component consists of a
volume of about 1 km3 glacial ice instrumented with 5160
photomultipliers that are connected to the surface by 86 cable
strings.

Two classes of neutrino-induced events can be phenomen-
ologically distinguished: elongated, track-like events that are
produced by muons that originate mostly from charged-current
νμ interactions; and the spherical, cascade-like events that
originate from charged-current νe and ντ interactions with
hadronic and electromagnetic decays, as well as neutral
−current interactions of all flavors. Typically, track-like events
enable a better angular resolution than cascade-like events
owing to their different topologies, but they provide a poorer
energy resolution (Aartsen et al. 2014a; Wandkowsky 2018).
One method of suppressing the dominant background of down-
going muons produced by cosmic-ray interactions in the
atmosphere is by selecting events with the interaction vertex
within the detector (Aartsen et al. 2014c; Kopper 2017;
Wandkowsky 2018). Alternatively, through-going tracks with
either horizontal or up-going directions are selected, such that

the atmospheric muons are blocked out by Earth (Aartsen et al.
2016; Haack & Wiebusch 2017). In the case of down-going
tracks, a high-energy threshold and elaborate selection
procedures are necessary to filter out atmospheric muons
(Aartsen et al. 2017b, 2017c, 2018c). In all cases, the remaining
event rate is dominated by atmospheric neutrinos. The selection
of astrophysical neutrinos can be achieved on a statistical basis
by selecting very energetic events or, in the case of the very
down-going region, by vetoing events where an atmospheric
shower is observed in IceTop, IceCube’s surface detector for
cosmic rays (Abbasi et al. 2013).
For the three analyses, data from multiple detection channels

are used, which are (i) a data set of through-going tracks from
the full sky optimized for point-source searches (PS), (ii) a data
set of high-energy starting events (HESE) of both topologies
from the full sky, (iii) a data set of high-energy neutrinos
(HENU) selected from through-going tracks with horizontal
and up-going directions, and (iv) a data set of tracks from a
selection of extremely high energy events (EHE). The PS data
set is used for analysis 1, while the HESE, HENU, and EHE
data sets are used for analyses 2 and 3. For analyses 2 and 3,
track-like events from the HESE, HENU, and EHE data sets are
combined, while multiple instances of identical events are
removed. This results in a data set of 81 track-like events. In
analyses 2 and 3, the 76 cascade-like events from the HESE
data set are analyzed separately owing to their larger directional
uncertainty. The sky distribution of selected events is shown in
Figure 1, and an overview of the nomenclature is presented in
Table 1.
The PS data set consists of a combination of data collected

from 7 yr of operation between 2008 and 2015 that were used
for point-source searches (Aartsen et al. 2017b) and data from
3.5 yr of operation between 2015 and 2018 that were selected
for the real-time gamma-ray follow-up (GFU) program of
IceCube (Aartsen et al. 2017c, 2018c). The combined data set
consists of about 1.4 million track-like events above ∼100
GeV. It is dominated by atmospheric neutrinos in the Northern
Hemisphere and by atmospheric muons in the Southern
Hemisphere. The median of the angular resolution (Ψ) is better
than 0.5° above energies of a few TeV. Figure 2 shows the

Figure 1. Left: sky map of the arrival directions of UHECR events and high-energy neutrinos. The high-energy neutrino track-like events from IceCube consist of the
HESE, HENU, and EHE data sets, while the cascade-like events are only of the IceCube-HESE data sets. From ANTARES, only high-energy tracks are selected for
the analyses. Right: histogram of the decl. of UHECR events, separated into Auger and TA contributions.

8

The Astrophysical Journal, 934:164 (21pp), 2022 August 1 Albert et al.



ANITA anomalous events

The Auger FD is sensitive to these events → upward-going showers simulated and reconstructed 
within the Offline Framework → exposure calculation for upward-going showers

● The ANITA experiment detected two anomalous 
events with non-inverted polarity → consistent with 
upward-going showers observed directly by ANITA

○ E1,2 ≳ 0.2 EeV ≈ 1017.8 eV  
○ β1 ≈ 27° and β2 ≈ 35°

● If those events are due to 𝜈𝜏 they appear challenging 
to reconcile with the predictions of the standard 
model

M. Mastrodicasa for the Pierre Auger Collaboration Search for upward-going showers with the Fluorescence Detector of the Pierre Auger Observatory      2

β
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Fundamental physics studies and searches

33

Limits on parameters of SHDM models 
(mass, lifetime, decay through instanton processes) 

Constraining LIV using muon content of EAS Caterina Trimarelli
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Figure 4: Maximum with respect to U of the mixed relative fluctuations obtained using the parameterizations
in the standard case (dashed curve) and in the presence of LIV considering [ in the range [�10�3,�10�15]
(coloured curves) as a function of the primary energy. Each color corresponds to a di�erent violation
strength (right axis). The black points with error bars (statistical uncertainties) represent the measured
relative fluctuations in the number of muons.

the mixed relative fluctuations at three di�erent CLs obtained considering all the experimental data
are highlighted. The blue curve, corresponding to [ = �8.2 · 10�5, refers to 99.7% CL. The green
(black) one corresponds to 95.45% (90.5%) with a LIV parameter [ = �9.2·10�6 ([ = �5.95·10�6).
As a consequence, the new bound for [ (1) is [�5.95 · 10�6, 10�1] at 90.5% of CL.

It can be noticed that if the discrepancy in the reconstruction of the energy in the presence of
LIV and the one in the standard scenario was included, a net shift of the experimental data towards
the higher energies would be observed. However, this bias between the primary energy estimated
if the events are treated in LIV case and in standard one is lower than the 5% for all the considered
[ parameters and, if implemented, it would lead to a further improvement of the parameter bound.

In conclusion, we have found a new lower bound of the [ parameter range of values using the
maximum relative fluctuation for a mixed initial proton-iron composition for LIV at first order. In
particular, we have obtained [ (1) > �5.95 · 10�6 at 90.5% of CL. A similar approach using the
minimum of the relative fluctuation with respect to U could lead to the definition of a negative upper
bound of the LIV parameter. Previous works found limits to the LIV parameter at first order by
studying the e�ects of Lorentz invariance violation on the photon propagation in the universe [14].

Future prospects will provide for an extension of the overall procedure to the e�ects produced
by LIV at second order. Moreover, limits on [ parameter could be found through a combined
analysis considering simultaneously the relative fluctuations of the number of muons and the mass
composition derived from the -max measurements given by the Pierre Auger Observatory.

7

Lorentz-dilated lifetime of neutral pions

Comparison of model simulations with 
data on muon number fluctuations 
New limits on LIV theory parameters

Photon and neutrino limits at  ultra-high energy

(ANITA, Phys. Rev. Lett. 121 (2018) 161102)

Search for upward going showers 
(ANITA-like events)

No ANITA-like events seen 
~10x exposure of ANITA

(Auger, Phys. Rev. Lett. 130 (2023) 061001 
Auger, Phys. Rev. D 107 (2023) 042002)



Atmospheric and geo-physics observations

34

(Auger, Earth and Space 
Sciences, 2020)

Cosmo-Geo Physics (Roberto)

Elves  R.Mussa, KD Merenda
- Paper: resubmitted 
- Reconstruction algorithm: not yet fnished 
- Double elves: charge asymmetry?
- Multiple elves vs cloud height (TGF?)
- Super extended readout : more anomalies 
- A short paper on super elves ?

Scalers  M.Schimassek
- daily variations similar to what is being observed on neutron
monitors

SD Rings  R.Colalillo
- Large E-feld effects on showers : MC studies
- Still lacking a new trigger strategy not to keep losing such events
- More E-feld measurements at ground (Penha Rodriguez, Colombia) 

[9 of 9]

Confidential manuscript submitted to <Earth and Space Science>

strokes that lie below the horizon. Located on four di�erent sites, FD telescopes point in247

fixed directions. As the field of view (FoV) of the telescopes overlap, the 360� azimuthal248

coverage of the detector is spanned more than once. The same elve may be measured by249

multiple FD telescopes, each with an optical aperture of 2.2 m diameter and a time res-250

olution (�⌧ = 100 ns) unprecedented in the field of TLE observations. The combination251

enables detailed measurements of large numbers of single-peaked and multi-peaked elves.252

Figure 1. Top panel: a diagram of the FD telescope with its 3.6 m diameter mirror at the Pierre Auger

Observatory [Abraham et al., 2010] . The FD, optimized for the detection of cosmic rays up to 30 km, also

turns out to be sensitive to elve signatures that are 1000 km away. The axes of lowest pixels have an elevation

angle of 1.5� while the axes of highest pixels have elevation angles of 30�. Panel A: the time signature of a

cosmic-ray shower propagating from top to bottom. Panel B: the first 200µs of the propagation of an elve

across an FD telescope camera field of view, showing the one side of the elves expanding towards the detector.

253

254

255

256

257

258

When an UHECR strikes the atmosphere, its kinetic energy is converted into an air259

shower of relativistic secondary particles, mostly electrons, positrons and muons. These260

secondary particles collide inelastically with molecules in the troposphere, exciting the261

–9–

1600 elves

Example: observation of elves

                with FD telescopes



An invitation: Auger open data

35

5

The Open Data

https://opendata.auger.org

DOI:10.5281/zenodo.4487613

Aim: re-use by a wider community 

including professional and citizen scientists and 
in educational and outreach initiatives

The February 2021 release

10% of data used for physics results presented at ICRC2019

Close-to-raw data & higher level 
reconstructed info

Surface and Fluorescence Detectors

JSON and summary CSV files

Event visualization tools

Python code for data analysis

Currently 10% of Auger vertical data 
Research-level data in JSON format 
Online visualization of events 
Data analysis scripts for science plots

You are welcome to use this data


If you have a great idea what to look 
for we can work with you to apply 
your analysis also to the full data set

opendata.auger.org

http://opendata.auger.org


Auger-TA comparison of Xmax distributions (2022)
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Comparing AugerMix shapes to TA

23

Joint working group: no significant difference found

Alexey Yushkov Auger – TA mass composition WG 12

Comparison of the Xmax moments measured at TA and Auger → TA

→Xmax↑ — agreement withing statistical and systematic uncertainties, in particular for lg(E/eV) > 18.5

σ(Xmax) — larger values in TA for lg(E/eV) = 18.5 ↓ 19.0, possible reasons:

↔ constant aerosol profiles used in TA increase σ(Xmax) by 18.9 g cm↓2 (in quadrature) [ApJ 858 (2018) 76]

↔ a few deep events in data can increase σ(Xmax) significantly (see Xmax distributions in next slides)
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Comparing Sibyll to QGSJet

The AugerMix result using Sibyll 2.3d is very similar to the old AugerMix result with QGSJetII-04

15

(Yushkov, Auger & TA, 
UHECR 2024)



Test: modification of hadronic interaction models
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UHECR 2022 J. Vícha (FZU): Testing HI Models using Xmax and Signal at Ground 11/21

Measured data

2297 high-quality showers for log
10

( E
FD

 [eV] ) = 18.5-19.0, θ < 60°

Event selection according to [Phys. Rev. D 90 (2014) 122005, PoS(ICRC19)482] and [Phys. Rev. D 102 (2020) 062005]

UHECR 2022 J. Vícha (FZU): Testing HI Models using Xmax and Signal at Ground 8/21

Motivations for adjustments of MC predictions

Xmax→Xmax+Δ Xmax

SHad(θ)→SHad (θ)⋅RHad

DX=880 g /cm2/cos (θ)−Xmax

ad-hoc adjustments

[Astropart. Phys. 87 (2017) 23, Astropart. Phys. 88 (2017) 46]

● Properties of 4-component shower universality:

– S(1000) = SHad + Sem
– Sem very universal 

● Main di⌫erences between model predictions: 
– Scale of �Xmax " and �SHad "
are approx. primary and energy independent

● Ignored model differences: 

– RHad (θ) - see backup, PoS(ICRC2021)310

– fluctuations of Xmax and S(1000)

– mass dependence of RHad, ΔXmax

– etc.

New !

S
em

S
Had

UHECR 2022 J. Vícha (FZU): Testing HI Models using Xmax and Signal at Ground 8/21

Motivations for adjustments of MC predictions

Xmax→Xmax+Δ Xmax

SHad(θ)→SHad (θ)⋅RHad

DX=880 g /cm2/cos (θ)−Xmax

ad-hoc adjustments

[Astropart. Phys. 87 (2017) 23, Astropart. Phys. 88 (2017) 46]

● Properties of 4-component shower universality:

– S(1000) = SHad + Sem
– Sem very universal 

● Main di⌫erences between model predictions: 
– Scale of �Xmax " and �SHad "
are approx. primary and energy independent

● Ignored model differences: 

– RHad (θ) - see backup, PoS(ICRC2021)310

– fluctuations of Xmax and S(1000)

– mass dependence of RHad, ΔXmax

– etc.

New !

S
em

S
Had

Aim: fit both Xmax and S1000 distributions simultaneously 
- Approximate universal depth profile of shower components

- Rescale hadronic component (muons)

- Shift mean depth of shower maximum
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Measured data

2297 high-quality showers for log
10

( E
FD

 [eV] ) = 18.5-19.0, θ < 60°

Event selection according to [Phys. Rev. D 90 (2014) 122005, PoS(ICRC19)482] and [Phys. Rev. D 102 (2020) 062005]

(Auger, PRD 109 (2024) 102001)



Test: 2D fit without any adjustments
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1) NO adjustments

Gideon-Hollister correlation coeficient
[J. Am. Stat. Assoc. 82 (1987) 656]
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Test: 2D fit with rescaling hadronic component
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2) R
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Test: 2D fit with rescaling had. component and shifting Xmax
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3) R
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Test: modification of hadronic interaction models (ii)
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Results of the analysis

R
Had

 attenuation 

is correlated 
with the energy 
scale

Assumption: relative fluctuations not changed 
Main improvement by re-scaling muon component (attenuation, more muons at ground) 
Further improvement by shifting Xmax of models to larger depth (heavier composition)
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Less model-dependent mass composition

�X
max

 MC scale found lower at ⇥ energy 1018.5-19 eV by ~10 g/cm2 for EPOS-LHC mainly 

due to lower σ(X
max

); checked by artificially smeared X
max

PRELIMINARY
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Motivation for looking for neutrons
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L192 Letter to the Editor 

n 
BWL 

4060-5 
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4929-17 
4946-1 
4905 -1 0 
4985 -1 9 
5005-15 A 

-A A L A 

A 
5059-5 
5059-10 

I \  

Figure 1. Scintillator signals showing SLP, identified 
by event serial number and, following the hyphen, 
channel number. Also shown are a typical 
bandwidth-limited test pulse (BWL) and a typical train 

5216-1 
5216-5 A 

5216-13 * 
5280-6 
1 MHz >**‘**‘P of 1 MHz timing pulses. 

Catalogue. Tracings are shown in figure 1 ,  together with tracings of a typical bandwidth- 
limited (BWL) pulse and a typical train of 1 MHz timing pulses. 

In order to rule out instrumental effects such as photomultiplier after-pulsing as the 
source of delayed pulses, the following tests were made. 

(1) All 1962-3 AS signals in the same size range as signals preceding the SLP in 
figure 1 were examined for the presence of delayed pulses. (The pulses preceding the SLP 
have integrated charge values 4 4 0  times the average for a vertical minimum ionising 
muon.) In 132 cases out of 1648 the prompt pulse was followed after 3-lops by a well 
defined delayed pulse (DP). It was determined that the fraction of DP was the same within 
statistical errors for all 19 channels corresponding to the 19 scintillators that made up the 
Volcano Ranch array. 

(2) The 1648 DP candidates were then sorted according to shower size, using bins 
a factor of two in width. It was determined that the showers in the two lowest-sized bins 
(41 candidate pulses) had no DP, and that showers in the next higher bin (shower size 
(2-4) x lo7 particles, 169 candidates) had only three DP. The fraction of DP belonging 
to larger showers steadily increased as shown in figure 2, reaching a value of about 
0.2 for the highest three bins. 

While it is not quite true that pulses of a given size from large showers are identical to 
pulses of the same size from smaller ones, the differences there are, in average pulse 
duration, fail to account for the shower size dependence seen in figure 2. Ignoring the 
differences in duration, I take it that the fraction of DP in small-shower pulses gives an 
upper limit for the percentage of DP that might be instrumental (spurious). I conclude that 
no more than 10% of the DP in large showers (size N > 10’) are permitted by this test to be 
instrumental (plus accidental). 

J. Linsley 
(J. Phys. G: Nucl. Phys. 10 (1984) L191)

- Sub-luminal pulses with a delay of at least 3µs

- Sometimes several pulses observed

- Typically 1 km from core, high-energy showers

- Greisen: neutrons as sub-luminal particles

Vulcano Ranch (1962-63)

10 µs

Note by A.M. Hillas (1982)  

Today: Extensive literature on dedicated neutron measurements (e.g. Stenkin and others)



Comparison of expectations for muons and neutrons
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E0
Multiplicity of 
charged pions

o
o
o
o

(Matthews, APP22, 2005)
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NA
µ ⇠ A1�bNµ ⇠ 1.4 Nµ

(Superposition model)

Muons 
- Mainly produced in hadronic interactions through  

decay of charged pions and kaons

- Small energy loss, large attenuation length (~1000 g/cm2)

- Directional information approx. preserved

- Arrive early at ground (less multiple scattering 

than em. particles)

Neutrons 
- High energy: mainly produced in hadronic interactions, 

baryon-antibaryon pair production

- Low-energy: photo-dissociation of air nuclei 

- Energy loss due to elastic scattering, 

attenuation length (~100 - 150 g/cm2) 

- Directional information lost, wide lateral distribution

- Bulk of neutrons arrives late with very long time delay 

(neutron cloud / thunder)



Air shower results: time delay distribution
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Neutrons
E = 5.6£1016 eV
Proton showers
Xdet = 1033 g/cm2

Total
102/3 . . .101 ns
105/3 . . .102 ns
108/3 . . .103 ns
1011/3 . . .104 ns
1014/3 . . .105 ns
1017/3 . . .106 ns
1020/3 . . .107 ns
1023/3 . . .108 ns
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Muons
E = 5.6£1016 eV
Proton showers
Xdet = 1033 g/cm2

Total
10°1 . . .10°2/3 ns
10°1/3 . . .100 ns
102/3 . . .101 ns
105/3 . . .102 ns
108/3 . . .103 ns
1011/3 . . .104 ns

Muons: time delay of bulk of particles: 1 - 500 ns Neutrons: time delay of high-energy particles: 1 - 20 µs,

                  slow (thermal) neutrons up to 100 ms



Air shower results: muons vs. neutrons at large distance
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Close to shower maximum: neutrons as abundant as muons Past shower maximum: neutrons much less abundant than muons
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R > 400 m, Xdet = 594 g/cm2

E = 5.6£1016 eV
Proton showers

Muons (total)
Muons, 46.4 . . .1000 ns
Neutrons (total)
Neutrons, 1 . . .21.5 µs
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R > 400 m, Xdet = 1033 g/cm2

E = 5.6£1016 eV
Proton showers

Muons (total)
Muons, 46.4 . . .1000 ns
Neutrons (total)
Neutrons, 1 . . .21.5 µs



Neutron expectations (see 2406.11702 for details)

46

Neutrons 
• Interesting sub-luminal particles

• Feature-rich and very wide energy spectrum

• Notoriously difficult to detect 

• Very difficult to simulate accurately (environment)

• Expected to produce late pulses in scintillators

Scaling observations 
• Production ~50% hadronic, ~50% electromagnetic. dissociation

• Hadronic production scales similar to muons

• Electomag. production scales linearly with energy

• Attenuation (neutron removal) length 80 … 200 g/cm2

• Very wide lateral distribution, wider than muons

• Typical delay in arrival time ~ 1 … 20 µs (Ekin > 20 MeV)

• Thermal neutrons up to ~ 100 ms

15

TABLE II. Computed detection probabilities for semi-isotropic neu-
trons impinging on infinite slabs of 1 cm thick plastic scintillator, and
on 1.2 m deep layer of water (see text for details about the setup). The
statistical errors are ⌧ 1% of the computed probability for all prob-
abilities above 0.1%, <10% otherwise.

Detection probability (%)
Neutron Scintillator Water
Energy Threshold Threshold
(MeV) (100 e-keV) (1/300 VEM) (1/100 VEM)
0.0001 2.3⇥10�2 13.7 <10�3

0.001 1.0⇥10�2 13.7 <10�3

0.01 4.2⇥10�3 13.7 <10�3

0.1 1.3⇥10�3 15.0 <10�3

0.5 <10�3 18.5 <10�3

0.7 4.65 20.1 <10�3

1 14.7 16.9 <10�3

2 17.1 25.1 <10�3

3 15.5 28.0 <10�3

5 12.4 29.0 4⇥10�3

10 9.78 41.3 11.1
20 7.67 49.2 19.1
30 6.46 53.2 22.8
50 4.47 58.6 30.3
100 2.87 61.8 37.5
200 2.30 63.9 44.4
500 2.31 75.3 52.3

1000 2.55 83.2 79.7

interactions and disintegration of nuclei of air. Both the
hadronic interaction of shower particles with nuclei and the
photo-disintegration of nuclei caused by the electromagnetic
shower component are important sources of low-energy neu-
trons. The energy loss of neutrons in the atmosphere is mainly
driven by elastic and quasi-elastic interactions with target nu-
clei and leads to a characteristic E

�1 energy spectrum below
kinetic energies of neutrons of about 10 keV. The length scale
of the energy-loss processes, typically described by the so-
called neutron-removal length, is about 100 g/cm2.

These distinct characteristics and the sheer abundance of
neutrons make them secondary particles that are of poten-
tial interest to air-shower experiments. The delay in the ar-
rival times of the bulk of neutrons can serve as a very effec-
tive mean to identify their presence in time-resolved measure-
ments of sufficient duration.

We have also shown that an interplay between the energy in
the hadronic component of air showers and attenuation results
in an approximately linear scaling with primary energy of
the number of potentially detectable neutrons arriving at ob-
servation depths typical of high-energy and ultra-high-energy
cosmic-ray observatories. This means that the number of neu-
trons increases faster with energy than that of muons.

A coincidence of similar production and attenuation ef-
fects also results in an unexpected but striking similarity of
the number of potentially detectable neutrons for different
hadronic shower primaries, as demonstrated for proton and
iron showers. The generally lower abundance of neutrons in

photon-induced air showers may provide additional informa-
tion to differentiate photons from hadronically-induced show-
ers, if neutrons can be identified by their late arrival times.

To verify the predicted characteristics of the neutron cloud
with measurements at a quantitative level, detailed detector
simulations will be necessary to accurately account for the ex-
perimental setup and corresponding effects (e.g. quenching in
scintillators, neutron reflection off of the ground). Therefore,
a general statement on the relevance of the neutron component
in air-shower experiments is beyond the scope of this article.
Still, it can be noted that neutrons should be included in air-
shower simulations to make sure the simulated ground signal
includes also late particles. Detector setups, with which only
integrated charge information is produced, can be particularly
sensitive to the details of late-arriving particles as discussed,
for example, in [43].

A comparison of simulation predictions with existing neu-
tron measurements, made with dedicated detectors taking data
in coincidence with air-shower installations (see [44] for a re-
cent review), is only possible if the detailed treatment of neu-
trons is implemented in the simulation chain. Together with
the challenges of neutron detection, this is probably the main
reason why neutron data are typically not exploited in modern
air-shower experiments.
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Appendix: Kinematics of Elastic Scattering

Let us recall the relations, which link the four-momentum
transfer in a two-body elastic collision, q̃, to the energy trans-
ferred to a stationary target, and to the scattering angle in the
center-of-mass system. In the following mn, Ekin,n, and plab,n
are the mass, momentum, and kinetic energy of the incoming
projectile (neutron, n), respectively, Mt the target mass, Tt its
recoil energy,

p
s, pcms, and qcms the centre-of-mass energy,

First very rough estimate of  
detection probabilities (%)


