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Radiation damage digitizer in ATLAS
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ATLAS Preliminary
= 13+13.6 TeVs

IBL Planar
Run 2 Data 2015+2016  80 V
Run 2 Data 2016 150 V
Run 2 Data 2017 350 V
Run 2 Data 2018 400 V
Run 3 Data 2022+2023 450 V
Run 2 MC Rad. Damage 80-400 V
Run 3 MC Rad. Damage 450, 500, 600 V
Run 3 MC Rad. Damage 1000 V

PIX-2023-001, EPS 2023

ATLAS has developed an algorithm to add 
radiation damage effects in MC events
It is the default digitizer for pixels in Run3

2019 JINST 14 P06012

ü Data vs MC: excellent agreement

X 3x slower than standard digitizer 
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As seen in 
previous talk 
by M. Bindi (see also my poster tomorrow)

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/PIX-2023-001/
https://doi.org/10.22323/1.449.0526
https://doi.org/10.1088/1748-0221/14/06/P06012
https://indico.in2p3.fr/event/32425/contributions/142725/
https://indico.in2p3.fr/event/32425/contributions/142725/


HL-LHC conditions
Increase in instantaneous and integrated luminosity 
from 4 to 8 with respect to the end of Run3

From 60 to 200 collisions per BC

Innermost pixel layers in ATLAS to receive 1-2x1016

neq/cm2 after 2000 fb-1 , x10 more fluence than end 
of Run2 -> severe signal loss!
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More information in Simone Monzani’s talk
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Simulation PreliminaryATLAS
FLUKA + PYTHIA8 + A2 tune

ITk Inclined Duals
Ø Larger radiation damage effects than Run3

Ø Less computing resources than Run3

Ø A faster yet as precise as possible 
radiation damage digitizer is needed

https://indico.in2p3.fr/event/32425/contributions/142720/


The Look-Up Table method
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For each simulated charge
q at depth z we want 
to know in which pixel it will
end up and by how much (k)
the signal will be reduced

z

Inspired by CMS “template method”

y

Simulated pixels with pristine detector in 
MC to be corrected using these information 
before digitization

Average free path Δz

k = k(z) (~CCE(z))
θLA = θLA(z)
Δz = Δz(z)

Corrections depend 
on deposition 

depth z 

Lookup Tables (LUTs)

https://pos.sissa.it/057/035/pdf


Calculating signal and position with LUTs
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To determine the values of the three observables, repeated simulations of the drift of
carriers deposited at precise positions~rdep within the bulk are conducted. These simulations
are performed using the Allpix2 [25] simulation framework, which will be presented in
Section 3.2, using precise electric field and Ramo potential maps produced using TCAD
(Technology–Computer-Aided Design) simulations.

For each simulated event, the initial position~rdep, the final position~rprop of the carrier
will be saved, together with the signal fraction k induced on the pixel matrix. In principle,
the values of three observables should be recorded as a function of the initial position~rdep
of the carrier, but due to the aforementioned limited computing resources, the LUTs will
be a function of only z ⌘ zdep. For a fixed z value, the average over all (xdep, ydep) ⌘ (x, y)
positions will be carried out for each observable and assigned to that z value; to make the
notation lighter, “dep” is dropped from here onward. Thus, for a single event and a single
value of z, the three LUTs will be:

8
><

>:

Dz(z)|1 = Âx,y Dz(x, y, z)/ Âx,y

qLA(z)|1 = Âx,y qLA(x, y, z)/ Âx,y

k(z)|1 = Âx,y k(x, y, z)/ Âx,y

(1)

Using the LUTs defined in Equation (1), the propagated position~rprop and the induced
signal qind of a charge, q deposited at depth z in the sensor bulk is calculated as follows:

8
>>>><

>>>>:

xprop = x + [tan(qLA(z)) · Dz(z)] + Ddi f f
x

yprop = y + Ddi f f
y

zprop = z + Dz(z)
qind = k(z) · q

(2)

where Ddi f f
x,y is a Gaussian-distributed random number added to simulate the effect

of diffusion.
The essence of the LUT method is summarized in Equation (2): the precise dynamics

of carrier drift are substituted with an “average” drift, and the same principle applies to
the signal amplitude.

The procedure of charge deposition and drifting is repeated for each~rdep several times
in order to assess the dispersion of the carriers dynamics.

It is worth noting that, while this study primarily focuses on planar pixel sensors, the
same methodology can also be readily applied to strip sensors. Additionally, for the sake
of simplicity, the method will be presented here only for planar pixel sensors, but ongoing
efforts are being made to extend it to 3D sensors as well—see, for example [10].

In the following sections, the Allpix2 simulation framework, the TCAD simulations
utilized as input to Allpix2 simulations, and the process of calculating the Look-Up Tables
(LUTs) will be presented.

3.2. Allpix-Squared for Radiation Damage Digitizer
Allpix2 is a generic, open-source software framework for the simulation of silicon pixel

detectors [25]. The framework allows the user to create detailed simulations of the entire
experimental chain of a testbeam, from incident radiation to digitized detector response.
An extensible system of modules is responsible for executing the distinct simulation steps,
such as realistic charge carrier deposition using the Geant4 toolkit and the propagation
of charge carriers in silicon through a drift–diffusion model. Detailed electric field maps
imported from TCAD simulations can be used to model the drift behavior of charge carriers
within the silicon, introducing a higher level of realism to Monte Carlo-based simulations
of particle detectors.

In this study, a planar n+-on-p pixel sensor with a thickness of 100 µm and a pitch
of 50 ⇥ 50 µm2 is simulated. This type of sensor is representative of what will be used in
the second-to-innermost pixel layer (L1) of the ITk pixel detector. The sensor is simulated

Ø Designed following ATLAS MC code structure (no cluster-level correction possible)
Ø Algorithmically very simple

Ø Expected to be very fast



LUTs calculated using Allpix2 together with TCAD
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…or from 
TCAD 

simulations

Trapping 
and 

weighting 
field

https://allpix-squared.docs.cern.ch/

https://allpix-squared.docs.cern.ch/


Inputs to Allpix2
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a b s t r a c t
This article presents a new bulk radiation damage model for p-type silicon for use in Synopsys Sentaurus TCAD.
The model is shown to provide agreement between experiment and simulation for the voltage dependence of the
leakage current and the charge collection efficiency, for fluences up to 8 ù 1015 1 MeV neq_cm2.
© 2017 CERN for the benefit of the Authors. Published by Elsevier B.V. This is an open access article under the

CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

In particle physics experiments, silicon detectors are often operated
in harsh radiation environments, and understanding the impact of
radiation damage on the detector performance is key to their successful
operation. Device simulations using Technology Computer Aided Design
(TCAD) software packages are useful tools for investigating the effects
of radiation damage, in particular for linking macroscopic observables
to what is happening on small scales inside the sensor bulk.

In the following a radiation damage model for p-type silicon, im-
plemented in Synopsys Sentaurus Device2 TCAD, is presented. The
model has been developed in the context of the R&D programme for
the upgraded LHCb Vertex Locator (VELO), which will be installed in
the LHCb experiment at CERN in 2019/2020 [1]. The model aims to
reproduce charge collection efficiencies (CCE) and current–voltage (I–
V) curves up to a fluence � of 8ù1015 1MeV neq/cm2, the expected
maximum fluence after an integrated luminosity of 50 fb*1. The model
is validated using measurements on irradiated n-on-p pixel sensors from
Hamamatsu Photonics K.K.3 These sensors have a thickness of 200 �m
and a pixel cell size of 55ù55 �m2, and feature p-stop isolation between
pixels.

* Corresponding author.
E-mail address: aasmunsf@stud.ntnu.no (Å. Folkestad).

1 Currently located at Norwegian University of Science and Technology (NTNU), Trondheim, Norway.
2 http://www.synopsys.com/home.aspx.
3 http://www.hamamatsu.com/us/en/index.html.

Radiation damage models for Synopsys Sentaurus TCAD, of varying
scope, have been developed in the past by different groups [2–6].
Differences between the present model and other models with similar
range of validity in terms of fluence, in particular the Perugia model [3],
are discussed in Section 2.4.

2. Simulations

The Sentaurus Device program allows for solving the Poisson
and carrier continuity equations on two-dimensional (2D) and three-
dimensional (3D) discretised semiconductor structures using finite
element methods. In this work, two types of simulations were
performed:

÷ steady-state simulations, where leakage current and electric field
as function of voltage were simulated by solving the stationary
Poisson and charge transport equations,

÷ transient simulations, where the time dependent Poisson and
charge transport equations are solved for a given initial charge
distribution.

http://dx.doi.org/10.1016/j.nima.2017.08.042
Received 1 May 2017; Received in revised form 13 July 2017; Accepted 22 August 2017
Available online 5 September 2017
0168-9002/© 2017 CERN for the benefit of the Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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Table 2
Parameters of the proposed radiation damage model. The energy levels are given with respect to the valence band (EV ) or the
conduction band (EC ). The model is intended to be used in conjunction with the Van Overstraeten–De Man avalanche model.

Defect number Type Energy level [eV] �e [cm*2] �h [cm*2] ⌘ [cm*1]

1 Donor EV + 0.48 2ù10*14 1ù10*14 4
2 Acceptor EC * 0.525 5ù10*15 1ù10*14 0.75
3 Acceptor EV + 0.90 1ù10*16 1ù10*16 36

Table 3
Sensors used in this work. For uniformly irradiated sensors the value in the third column
is simply the fluence, while for non-uniform profiles it corresponds to the fluence in the
area 0mm < y < 5mm.

Sensor Irradiation profile (Max.) fluence [1MeV neqcm*2]

S4 Proton, uniform 4 ù 1015
T1 Proton, non-uniform 4 ù 1015
T2 Proton, non-uniform 4 ù 1015
T3 Proton, non-uniform 8 ù 1015
T6 Proton, non-uniform 4 ù 1015
S6 Neutron, uniform 8 ù 1015

charge distribution with a constant density (80 electron–hole pairs per
�m) along the direction of the track, and a Gaussian distribution (1 �m
standard deviation) in the transverse direction. The collected charge is
given by the integrated current (after subtracting the leakage current)
on all pixels that cross a threshold of 1000 electrons (the threshold
used in data taking with the tested sensors). The integration time is
25 ns; integrating for a longer time was found to make only a negligible
difference.

Only perpendicular tracks passing through the pixel centre were
simulated in both 2D and 3D. For tracks passing through the inter-
pixel region, the charge collection properties are more sensitive to the
modelling of surface damage, which is outside the scope of this work.

2.3. Physics models

In this work, the drift-diffusion model has been used, which implies
that the temperature of the whole device remains constant. The con-
tinuity equations contain one source term for every defect level, and
an additional source term for avalanche generation. The defect source
terms are given by the Shockley–Read–Hall generation–recombination
expression [8,9]. Sentaurus TCAD allows for the use of neutral trap
levels for current generation, but these have not been used. Other
physics models taken into account include Fermi-statistics, avalanche
multiplication (Van Overstraeten–De Man model [10]), band gap nar-
rowing (Slotboom model [11]), high field mobility saturation and trap
assisted tunnelling (Hurkx model [12]). Detailed descriptions of these
models can be found in the Sentaurus Device User Guide [13] and the
references therein.

2.4. Radiation damage modelling

Developing a TCAD radiation damagemodel consists in defining a set
of defect states, characterised by their location (energy level) in the band
gap, electron and hole capture cross-sections (�e, �h), concentration and
type (i.e. whether they are a donor or an acceptor). In theory, one could
implement all defect levels that have been measured experimentally, but
this approach is at present computationally prohibitive. Alternatively,
one can define a few effective defect states and tune their parameters so
that the model reproduces experimental observations. In this work the
latter approach is used.

The two energy levels (defects 1 and 2 in Table 2) proposed by
Eremin et al. [14] were used as a starting point. These levels, sometimes
called the EVL levels, comprise one donor and one acceptor and are
known to reproduce the double junction electric field effect [14–16].
Eber has further shown that agreement with measured I-V curves, and
to some extent CCE (up to 1ù1015 1MeV neq/cm2), can be achieved
by using only these two energy levels [5]. These levels has also been

combined with surface defects to model surface effects by Peltola
et al. [6].

In addition to the EVL levels, a third defect was introduced. The
procedure used to tune these three defects is outlined below.

÷ The defect state concentrations are assumed to scale linearly with
1MeV neutron equivalent fluence with a proportionality factor
(introduction rate) ⌘.

÷ One of the irradiated sensors (assembly S4 in Table 3, uniformly
irradiated to a fluence of 4ù1015 1MeV neq/cm2), was selected
as a reference.

÷ The cross-sections and introduction rates of the two EVL levels
were tuned to reproduce the measured I-V curve of the reference
sensor.

÷ A second acceptor close to the conduction band, corresponding
roughly to the position of the A-centre defect state [17], was
then introduced. This ‘‘shallow’’ acceptor (only 0.2 eV from EC )
has only a minor influence on the current generation and space
charge, so that it allows for tuning the CCE independently of the
behaviour of the I-V curves.

÷ The parameters of the second acceptor (defect 3 in Table 2)
were tuned so that at one given voltage the simulated CCE
agrees with the measured CCE of the reference sensor. Varying
the hole capture cross-section �h within reasonable limits has a
negligible effect on the CCE since the probability of hole capture
is already very low due to the large distance from the valence
band. To limit the number of degrees of freedom when scanning
the parameter space, �h was chosen to have the same value as
the electron capture cross-section �e. In addition, as a check, a
least square fit of the simulated CCE curve with respect to the
measured CCE curve of the reference sensor was performed using
the introduction rate of the shallow acceptor as a fit parameter.
In doing this, the introduction rate came out only 2% higher than
with the method of tuning at one voltage.

Table 2 summarises the parameters of the model used in this work.
The cross-sections of the deep defects can be seen to be larger than the
values used by Eremin et al. [14] (1 ù 10*15 cm*2).

The most recent Perugia model [3] aims to be valid up to fluences
of 2ù1016 1MeV neq/cm2 and is a natural basis for comparison. Both
the model presented here and the Perugia model contain three bulk
defect levels and are tuned for p-type silicon. The model used in this
paper differs from the Perugia model in that it aims only to reproduce
bulk effects, while the Perugia model also includes surface effects.
Furthermore, our proposed model is compared to different types of
measurements, namely the voltage dependence of both the current and
charge collection efficiency. It is furthermore based on the trap levels
from the EVL-model that are also used by Eber and CMS, which differs
from the traps used in the Perugia model. Both models use two acceptors
and one donor, but their parameters are different. While the Perugia
model contains two deep acceptors, our model contains one shallow
and one deep acceptor.

2.5. Sensitivity analysis

The parameters of the ‘‘deep’’ defects (i.e. the traps with energy
levels close to the middle of the band gap) are highly correlated and
the effects of different trap states are not simply additive. In order to
estimate the sensitivity of the CCE and I-V curves to uncertainties in the
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Look-Up Tables calculation
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In Allpix2 deposit 1000e at different locations
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In Allpix2 deposit 1000e at different locations

Let charges drift and note propagated position as a 
function of deposited one

See in a 3x3 matrix which is the pixel with the 
largest signal



Look-Up Tables calculation
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In Allpix2 deposit 1000e at different locations

Let charges drift and note propagated position as a 
function of deposited one

See in a 3x3 matrix which is the pixel with the 
largest signal

Calculate the fraction of induced charge k, the path 
Δz and the θLA

LUTs from Allpix-Squared
How to generate the LUTs

34

• Simulate point deposition,“scan”model  
✦ Charge deposition: varies per event, ensuring uniform pixel cell scanning 
✦  125k events, 1000 e-h pairs every 1µm (x, y) & 2µm (z) 

✦ 100 μm thick planar sensor, 4x1015 neq/cm2 , 600 V      
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•  : linear fit to electron drift at each z, slope : ( )
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To determine the values of the three observables, repeated simulations of the drift of
carriers deposited at precise positions~rdep within the bulk are conducted. These simulations
are performed using the Allpix2 [25] simulation framework, which will be presented in
Section 3.2, using precise electric field and Ramo potential maps produced using TCAD
(Technology–Computer-Aided Design) simulations.

For each simulated event, the initial position~rdep, the final position~rprop of the carrier
will be saved, together with the signal fraction k induced on the pixel matrix. In principle,
the values of three observables should be recorded as a function of the initial position~rdep
of the carrier, but due to the aforementioned limited computing resources, the LUTs will
be a function of only z ⌘ zdep. For a fixed z value, the average over all (xdep, ydep) ⌘ (x, y)
positions will be carried out for each observable and assigned to that z value; to make the
notation lighter, “dep” is dropped from here onward. Thus, for a single event and a single
value of z, the three LUTs will be:

8
><

>:

Dz(z)|1 = Âx,y Dz(x, y, z)/ Âx,y

qLA(z)|1 = Âx,y qLA(x, y, z)/ Âx,y

k(z)|1 = Âx,y k(x, y, z)/ Âx,y

(1)

Using the LUTs defined in Equation (1), the propagated position~rprop and the induced
signal qind of a charge, q deposited at depth z in the sensor bulk is calculated as follows:

8
>>>><

>>>>:

xprop = x + [tan(qLA(z)) · Dz(z)] + Ddi f f
x

yprop = y + Ddi f f
y

zprop = z + Dz(z)
qind = k(z) · q

(2)

where Ddi f f
x,y is a Gaussian-distributed random number added to simulate the effect

of diffusion.
The essence of the LUT method is summarized in Equation (2): the precise dynamics

of carrier drift are substituted with an “average” drift, and the same principle applies to
the signal amplitude.

The procedure of charge deposition and drifting is repeated for each~rdep several times
in order to assess the dispersion of the carriers dynamics.

It is worth noting that, while this study primarily focuses on planar pixel sensors, the
same methodology can also be readily applied to strip sensors. Additionally, for the sake
of simplicity, the method will be presented here only for planar pixel sensors, but ongoing
efforts are being made to extend it to 3D sensors as well—see, for example [10].

In the following sections, the Allpix2 simulation framework, the TCAD simulations
utilized as input to Allpix2 simulations, and the process of calculating the Look-Up Tables
(LUTs) will be presented.

3.2. Allpix-Squared for Radiation Damage Digitizer
Allpix2 is a generic, open-source software framework for the simulation of silicon pixel

detectors [25]. The framework allows the user to create detailed simulations of the entire
experimental chain of a testbeam, from incident radiation to digitized detector response.
An extensible system of modules is responsible for executing the distinct simulation steps,
such as realistic charge carrier deposition using the Geant4 toolkit and the propagation
of charge carriers in silicon through a drift–diffusion model. Detailed electric field maps
imported from TCAD simulations can be used to model the drift behavior of charge carriers
within the silicon, introducing a higher level of realism to Monte Carlo-based simulations
of particle detectors.

In this study, a planar n+-on-p pixel sensor with a thickness of 100 µm and a pitch
of 50 ⇥ 50 µm2 is simulated. This type of sensor is representative of what will be used in
the second-to-innermost pixel layer (L1) of the ITk pixel detector. The sensor is simulated

In Allpix2 deposit 1000e at different locations

Let charges drift and note propagated position as a 
function of deposited one

See in a 3x3 matrix which is the pixel with the 
largest signal

Calculate the fraction of induced charge k, the path 
Δz and the θLA

Average over all (x,y) positions for fixed z

Repeat
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No data from testbeam data available, so we performed a closure test

We tested a range in η between 0 and 1.4 (like in 
barrel L1) 

Modules were tilted in φ by 0.25 rad

We compared Full Simulation (FS) events with LUT 
ones

We compared cluster charge and sizes in both 
projections

We simulated pions with pT = 1, 10 & 100 GeV/c

L1

Want to know more?
Read our article!

Sensors 2024, 24(12), 3976; 
https://doi.org/10.3390/s241

23976

https://doi.org/10.3390/s24123976
https://doi.org/10.3390/s24123976
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New geometry: 150 µm thick sensor
New sensor simulated: 
• 150 µm thick n-on-p, 50x50 µm2 pitch
• 𝜙 = 1x1015 neq/cm2 
• 400 V
Case for L2-L4 in ITk pixels
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Comparison of LUTs for the two cases
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150 µm, example form closure test - η = 1
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Closure tests for pions of 120 GeV
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To determine the values of the three observables, repeated simulations of the drift of
carriers deposited at precise positions~rdep within the bulk are conducted. These simulations
are performed using the Allpix2 [25] simulation framework, which will be presented in
Section 3.2, using precise electric field and Ramo potential maps produced using TCAD
(Technology–Computer-Aided Design) simulations.

For each simulated event, the initial position~rdep, the final position~rprop of the carrier
will be saved, together with the signal fraction k induced on the pixel matrix. In principle,
the values of three observables should be recorded as a function of the initial position~rdep
of the carrier, but due to the aforementioned limited computing resources, the LUTs will
be a function of only z ⌘ zdep. For a fixed z value, the average over all (xdep, ydep) ⌘ (x, y)
positions will be carried out for each observable and assigned to that z value; to make the
notation lighter, “dep” is dropped from here onward. Thus, for a single event and a single
value of z, the three LUTs will be:

8
><

>:

Dz(z)|1 = Âx,y Dz(x, y, z)/ Âx,y

qLA(z)|1 = Âx,y qLA(x, y, z)/ Âx,y

k(z)|1 = Âx,y k(x, y, z)/ Âx,y

(1)

Using the LUTs defined in Equation (1), the propagated position~rprop and the induced
signal qind of a charge, q deposited at depth z in the sensor bulk is calculated as follows:

8
>>>><

>>>>:

xprop = x + [tan(qLA(z)) · Dz(z)] + Ddi f f
x

yprop = y + Ddi f f
y

zprop = z + Dz(z)
qind = k(z) · q

(2)

where Ddi f f
x,y is a Gaussian-distributed random number added to simulate the effect

of diffusion.
The essence of the LUT method is summarized in Equation (2): the precise dynamics

of carrier drift are substituted with an “average” drift, and the same principle applies to
the signal amplitude.

The procedure of charge deposition and drifting is repeated for each~rdep several times
in order to assess the dispersion of the carriers dynamics.

It is worth noting that, while this study primarily focuses on planar pixel sensors, the
same methodology can also be readily applied to strip sensors. Additionally, for the sake
of simplicity, the method will be presented here only for planar pixel sensors, but ongoing
efforts are being made to extend it to 3D sensors as well—see, for example [10].

In the following sections, the Allpix2 simulation framework, the TCAD simulations
utilized as input to Allpix2 simulations, and the process of calculating the Look-Up Tables
(LUTs) will be presented.

3.2. Allpix-Squared for Radiation Damage Digitizer
Allpix2 is a generic, open-source software framework for the simulation of silicon pixel

detectors [25]. The framework allows the user to create detailed simulations of the entire
experimental chain of a testbeam, from incident radiation to digitized detector response.
An extensible system of modules is responsible for executing the distinct simulation steps,
such as realistic charge carrier deposition using the Geant4 toolkit and the propagation
of charge carriers in silicon through a drift–diffusion model. Detailed electric field maps
imported from TCAD simulations can be used to model the drift behavior of charge carriers
within the silicon, introducing a higher level of realism to Monte Carlo-based simulations
of particle detectors.

In this study, a planar n+-on-p pixel sensor with a thickness of 100 µm and a pitch
of 50 ⇥ 50 µm2 is simulated. This type of sensor is representative of what will be used in
the second-to-innermost pixel layer (L1) of the ITk pixel detector. The sensor is simulated
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To determine the values of the three observables, repeated simulations of the drift of
carriers deposited at precise positions~rdep within the bulk are conducted. These simulations
are performed using the Allpix2 [25] simulation framework, which will be presented in
Section 3.2, using precise electric field and Ramo potential maps produced using TCAD
(Technology–Computer-Aided Design) simulations.

For each simulated event, the initial position~rdep, the final position~rprop of the carrier
will be saved, together with the signal fraction k induced on the pixel matrix. In principle,
the values of three observables should be recorded as a function of the initial position~rdep
of the carrier, but due to the aforementioned limited computing resources, the LUTs will
be a function of only z ⌘ zdep. For a fixed z value, the average over all (xdep, ydep) ⌘ (x, y)
positions will be carried out for each observable and assigned to that z value; to make the
notation lighter, “dep” is dropped from here onward. Thus, for a single event and a single
value of z, the three LUTs will be:

8
><

>:

Dz(z)|1 = Âx,y Dz(x, y, z)/ Âx,y

qLA(z)|1 = Âx,y qLA(x, y, z)/ Âx,y

k(z)|1 = Âx,y k(x, y, z)/ Âx,y

(1)

Using the LUTs defined in Equation (1), the propagated position~rprop and the induced
signal qind of a charge, q deposited at depth z in the sensor bulk is calculated as follows:

8
>>>><

>>>>:

xprop = x + [tan(qLA(z)) · Dz(z)] + Ddi f f
x

yprop = y + Ddi f f
y

zprop = z + Dz(z)
qind = k(z) · q

(2)

where Ddi f f
x,y is a Gaussian-distributed random number added to simulate the effect

of diffusion.
The essence of the LUT method is summarized in Equation (2): the precise dynamics

of carrier drift are substituted with an “average” drift, and the same principle applies to
the signal amplitude.

The procedure of charge deposition and drifting is repeated for each~rdep several times
in order to assess the dispersion of the carriers dynamics.

It is worth noting that, while this study primarily focuses on planar pixel sensors, the
same methodology can also be readily applied to strip sensors. Additionally, for the sake
of simplicity, the method will be presented here only for planar pixel sensors, but ongoing
efforts are being made to extend it to 3D sensors as well—see, for example [10].

In the following sections, the Allpix2 simulation framework, the TCAD simulations
utilized as input to Allpix2 simulations, and the process of calculating the Look-Up Tables
(LUTs) will be presented.

3.2. Allpix-Squared for Radiation Damage Digitizer
Allpix2 is a generic, open-source software framework for the simulation of silicon pixel

detectors [25]. The framework allows the user to create detailed simulations of the entire
experimental chain of a testbeam, from incident radiation to digitized detector response.
An extensible system of modules is responsible for executing the distinct simulation steps,
such as realistic charge carrier deposition using the Geant4 toolkit and the propagation
of charge carriers in silicon through a drift–diffusion model. Detailed electric field maps
imported from TCAD simulations can be used to model the drift behavior of charge carriers
within the silicon, introducing a higher level of realism to Monte Carlo-based simulations
of particle detectors.

In this study, a planar n+-on-p pixel sensor with a thickness of 100 µm and a pitch
of 50 ⇥ 50 µm2 is simulated. This type of sensor is representative of what will be used in
the second-to-innermost pixel layer (L1) of the ITk pixel detector. The sensor is simulated

Ø Same algorithmic complexity, just different numbers

Ø Indeed first tests indicate no difference in 
performance when radiation corrections are applied 



Conclusions & Outlook
• HL-LHC conditions pose stringent constraints on pixel detectors but 

on computing resources too
• Need for an algorithm to mimic radiation damage effects that is 

faster than Run3 one but as precise as possible
• LUT method promises to fulfil both tasks
• It works also for strips and soon for 3D pixels too
• Next: validate on data
• Code is on gitlab, plan to integrate it in Allpix2

• It was great to work with Allpix2 – we got great support! Thank you!
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Interested in collaborating?
Conctact us!

Want to know more?
Read our article!
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One last thing
At this point it is crucial to have testbeam data from irradiated modules 
to fully validate the method 

Since the LUTs are smooth functions 
we can fit them with a polynomial and 
play with parameters till we get the 
best agreement with data

Ø Let Machine Learning do the hard work!
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various steps of the simulation. In particular, after the energy deposition step (see Figure 4),
the charge transport can be modeled in several ways, depending on the needed accuracy.

This feature was exploited for the purpose of our closure test by implementing a new
charge transport algorithm based on LUTs, the “LUT propagator”. This propagator is
based on Equation (2). For every deposited electron the induced signal and final position is
evaluated using the LUTs.

In the closure test presented, events simulated using the LUT propagator have been
compared to fully simulated (FS) events.

Events were simulated using sensors of the same type and under conditions used
to generate the LUTs, as discussed in Section 3. The agreement between LUT-based and
full simulation (FS) events are assessed by examining cluster charge and cluster size,
independently in the transverse (x) and longitudinal (y) directions (ATLAS uses a right-
handed coordinate system with its origin at the nominal interaction point (IP) in the
center of the detector and the z-axis coinciding with the axis of the beam pipe. The x-axis
points from the IP towards the center of the LHC ring, and the y-axis points upward.
Cylindrical coordinates (r,f) are used in the transverse plane, f being the azimuthal angle
around the beam axis. The pseudorapidity is defined in terms of the polar angle q as
h = � ln tan(q/2)).

For charge deposition, a beam of pions at three distinct energies is simulated, corre-
sponding to transverse momentum (pT) values of 1, 10, and 100 GeV/c.

In order to reproduce the configuration in which the simulated pixel sensors will be
installed, the module is tilted around the beam axis by 0.25 radians and at different h values,
from 0 (normal incidence) to 1.4 (about 1.1 radian with respect to the normal).

In the following, the results for cluster charge (Section 4.1) and for cluster size (Section 4.2)
for pT = 1 GeV/c will be presented. Results will be summarized for all pT values in Section 4.3,
accompanied by a brief discussion.

4.1. Results of the Closure Test on Cluster Charge
The cluster charge distributions from simulated events for pT = 1 GeV/c pions are

shown in Figures 9–11 for h = 0, 1 and 1.4, respectively, for both the full simulation and the
LUT-based simulation.
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(b)
Figure 9. Cluster charge distribution for pions with pT = 1 GeV/c impinging at h = 0. (a) Full
simulation; (b) LUT-based simulation.

The level of agreement between FS and LUT simulation is remarkable: the agreement
between the mean values of the two distributions is well within 5%. Similar results are
obtained for pT = 10 and 100 GeV/c.

FS LUT
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(b)
Figure 10. Cluster charge distribution for pions with pT = 1 GeV/c impinging at h = 1. (a) Full
simulation; (b) LUT-based simulation.
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(b)
Figure 11. Cluster charge distribution for pions with pT = 1 GeV/c impinging at h = 1.4. (a) Full
simulation; (b) LUT-based simulation.

4.2. Results of the Closure Test on Cluster Size
The cluster size distributions in the transverse direction from simulated events for

pT = 1 GeV/c pions are shown in Figures 12–14 for h = 0, 1 and 1.4, respectively, for both
full simulation and LUT-based simulation.
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(b)
Figure 12. Cluster size distribution in the transverse direction for pions with pT = 1 GeV/c impinging
at h = 0. (a) Full simulation; (b) LUT-based simulation.
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(b)
Figure 13. Cluster size distribution in the transverse direction for pions with pT = 1 GeV/c impinging
at h = 1. (a) Full simulation; (b) LUT-based simulation.
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(b)
Figure 14. Cluster size distribution in the transverse direction for pions with pT = 1 GeV/c impinging
at h = 1.4. (a) Full simulation; (b) LUT-based simulation.

The cluster size distributions in the longitudinal direction from simulated events for
pT = 1 GeV/c pions are shown in Figures 15–17 for h = 0, 1 and 1.4, respectively, for both
full simulation and LUT-based simulation.
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(b)
Figure 15. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 0. (a) Full simulation; (b) LUT-based simulation.

Despite an overall good agreement between the average of the cluster size distribution,
some tension exists in the transverse distribution for h = 1. The difference is of the order
of 18%, while for the other h values the agreement is within few %, as seen for the cluster
charge. Similar behavior is observed for pT = 10 and 100 GeV/c.

Longitudinal cluster size

FS LUT
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(b)
Figure 16. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1. (a) Full simulation; (b) LUT-based simulation.
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(b)
Figure 17. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1.4. (a) Full simulation; (b) LUT-based simulation.

4.3. Summary and Discussion on Closure Test
In Tables 1–3, the summary of the results of the closure tests is presented for all

quantities and pseudorapidities for pions with pT = 1, 10 and 100 GeV/c, respectively.

Table 1. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 1 GeV/c; e is
the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.099 1.041 5.3 1.1 1.032 6.2 6.957 6.741 3.1

1 1.186 1.404 18.38 3.027 3.001 0.86 10.25 10.54 2.8

1.4 2.058 2.047 0.53 4.027 4.019 0.20 13.99 14.62 4.5

Table 2. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 10 GeV/c; e

is the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.097 1.055 3.8 1.082 1.04 3.9 7.229 7.006 3.1

1 1.217 1.422 16.8 3.023 2.988 1.2 10.37 10.95 5.6

1.4 2.07 2.046 1.2 4.015 3.989 0.65 14.29 15.05 5.3

Summary

Agreement at few % level
Same for all pT values
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(b)
Figure 16. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1. (a) Full simulation; (b) LUT-based simulation.
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(b)
Figure 17. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1.4. (a) Full simulation; (b) LUT-based simulation.

4.3. Summary and Discussion on Closure Test
In Tables 1–3, the summary of the results of the closure tests is presented for all

quantities and pseudorapidities for pions with pT = 1, 10 and 100 GeV/c, respectively.

Table 1. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 1 GeV/c; e is
the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.099 1.041 5.3 1.1 1.032 6.2 6.957 6.741 3.1

1 1.186 1.404 18.38 3.027 3.001 0.86 10.25 10.54 2.8

1.4 2.058 2.047 0.53 4.027 4.019 0.20 13.99 14.62 4.5

Table 2. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 10 GeV/c; e

is the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.097 1.055 3.8 1.082 1.04 3.9 7.229 7.006 3.1

1 1.217 1.422 16.8 3.023 2.988 1.2 10.37 10.95 5.6

1.4 2.07 2.046 1.2 4.015 3.989 0.65 14.29 15.05 5.3
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(b)
Figure 13. Cluster size distribution in the transverse direction for pions with pT = 1 GeV/c impinging
at h = 1. (a) Full simulation; (b) LUT-based simulation.
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(b)
Figure 14. Cluster size distribution in the transverse direction for pions with pT = 1 GeV/c impinging
at h = 1.4. (a) Full simulation; (b) LUT-based simulation.

The cluster size distributions in the longitudinal direction from simulated events for
pT = 1 GeV/c pions are shown in Figures 15–17 for h = 0, 1 and 1.4, respectively, for both
full simulation and LUT-based simulation.
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(b)
Figure 15. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 0. (a) Full simulation; (b) LUT-based simulation.

Despite an overall good agreement between the average of the cluster size distribution,
some tension exists in the transverse distribution for h = 1. The difference is of the order
of 18%, while for the other h values the agreement is within few %, as seen for the cluster
charge. Similar behavior is observed for pT = 10 and 100 GeV/c.
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(b)
Figure 10. Cluster charge distribution for pions with pT = 1 GeV/c impinging at h = 1. (a) Full
simulation; (b) LUT-based simulation.
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(b)
Figure 11. Cluster charge distribution for pions with pT = 1 GeV/c impinging at h = 1.4. (a) Full
simulation; (b) LUT-based simulation.

4.2. Results of the Closure Test on Cluster Size
The cluster size distributions in the transverse direction from simulated events for

pT = 1 GeV/c pions are shown in Figures 12–14 for h = 0, 1 and 1.4, respectively, for both
full simulation and LUT-based simulation.
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(b)
Figure 12. Cluster size distribution in the transverse direction for pions with pT = 1 GeV/c impinging
at h = 0. (a) Full simulation; (b) LUT-based simulation.

Selection of results - η = 1, pT = 1 GeV/c

M. Bomben - 20/11/2024 27

FS LUT

FS LUT

Charge

Transverse cluster size

Longitudinal cluster size

FS LUT

Summary for η = 1 

Sensors 2024, 24, 3976 14 of 18

Entries = 1020   

Mean    3.027

Std Dev    0.4923

0 5 10 15

 [px]YCS

1

10

210

310

cl
us

te
rs

Entries = 1020   

Mean    3.027

Std Dev    0.4923

 

(a)

Entries = 1016   

Mean    3.001

Std Dev    0.3153

0 1 2 3 4 5 6 7

 [px]YCS

10

210

310

cl
us

te
rs

Entries = 1016   

Mean    3.001

Std Dev    0.3153

 

(b)
Figure 16. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1. (a) Full simulation; (b) LUT-based simulation.
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(b)
Figure 17. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1.4. (a) Full simulation; (b) LUT-based simulation.

4.3. Summary and Discussion on Closure Test
In Tables 1–3, the summary of the results of the closure tests is presented for all

quantities and pseudorapidities for pions with pT = 1, 10 and 100 GeV/c, respectively.

Table 1. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 1 GeV/c; e is
the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.099 1.041 5.3 1.1 1.032 6.2 6.957 6.741 3.1

1 1.186 1.404 18.38 3.027 3.001 0.86 10.25 10.54 2.8

1.4 2.058 2.047 0.53 4.027 4.019 0.20 13.99 14.62 4.5

Table 2. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 10 GeV/c; e

is the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.097 1.055 3.8 1.082 1.04 3.9 7.229 7.006 3.1

1 1.217 1.422 16.8 3.023 2.988 1.2 10.37 10.95 5.6

1.4 2.07 2.046 1.2 4.015 3.989 0.65 14.29 15.05 5.3
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(b)
Figure 16. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1. (a) Full simulation; (b) LUT-based simulation.
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(b)
Figure 17. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1.4. (a) Full simulation; (b) LUT-based simulation.

4.3. Summary and Discussion on Closure Test
In Tables 1–3, the summary of the results of the closure tests is presented for all

quantities and pseudorapidities for pions with pT = 1, 10 and 100 GeV/c, respectively.

Table 1. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 1 GeV/c; e is
the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.099 1.041 5.3 1.1 1.032 6.2 6.957 6.741 3.1

1 1.186 1.404 18.38 3.027 3.001 0.86 10.25 10.54 2.8

1.4 2.058 2.047 0.53 4.027 4.019 0.20 13.99 14.62 4.5

Table 2. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 10 GeV/c; e

is the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.097 1.055 3.8 1.082 1.04 3.9 7.229 7.006 3.1

1 1.217 1.422 16.8 3.023 2.988 1.2 10.37 10.95 5.6

1.4 2.07 2.046 1.2 4.015 3.989 0.65 14.29 15.05 5.3
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Table 3. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 100 GeV/c; e

is the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.079 1.042 3.4 1.075 1.033 3.9 7.334 7.252 1.1

1 1.243 1.424 14.5 3.011 3.013 0.07 10.39 10.68 2.8

1.4 2.068 2.053 0.72 4.022 3.986 0.89 14.29 14.76 3.3

The discrepancy reported in Section 4.2 is evident for h = 1 for all pT values in
transverse cluster size CSX .

In order to investigate these discrepancies between FS- and LUT-based events for
h = 1 in transverse cluster size, more pseudorapidity values were explored for pions with
pT = 100 GeV/c. Simulations were run at h = 0.4, 0.8 and 1.2. The results are reported
in Table 4.

Table 4. Average cluster size in transverse direction CSX , for different pseudorapidity values h and
pT = 100 GeV/c; e is the relative difference between FS and LUT.

CSX

h FS LUT e [%]

0 1.079 1.042 3.4

0.4 1.09 1.047 3.9

0.8 1.117 1.073 3.9

1 1.243 1.424 14.5

1.2 2.042 2.018 1.2

1.4 2.068 2.053 0.72

For these values of h, the difference in the average cluster size in the transverse
direction between FS- and LUT-based events is again within 1-4%.

These results indicate that the discrepancy observed at h = 1 is limited to a very narrow
range around that value. In order to confirm that this the divergence of the beam for
simulations at h = 1, it was increased to ±10 mrad, corresponding to a pseudorapidity
range: h 2 [0.99, 1.01]. The results are reported in Table 5.

Table 5. Average cluster size in the transverse direction (CSX) for various beam divergences at h = 1
and pT = 100 GeV/c; e denotes the relative difference between FS and LUT.

CSX

Beam Divergence (x, y) (Mrad) FS LUT e [%]

0, 0 1.224 1.428 17
10, 0 1.344 1.449 8
0, 10 1.547 1.551 0.2
10, 10 1.548 1.554 0.4

When the beam divergence is increased in the y direction, the level of agreement
between LUT and FS events is much better than 1%.

In general, simulations with such beam divergence show an improvement in the
agreement for all observables, reaching about 2 % in CSY and less than 0.1 % in CQ. Since
charged particles from LHC collisions are distributed uniformly in h from �2 to +2, the
observed local discrepancy poses no problem at all.
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(b)
Figure 16. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1. (a) Full simulation; (b) LUT-based simulation.
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(b)
Figure 17. Cluster size distribution in the longitudinal direction for pions with pT = 1 GeV/c
impinging at h = 1.4. (a) Full simulation; (b) LUT-based simulation.

4.3. Summary and Discussion on Closure Test
In Tables 1–3, the summary of the results of the closure tests is presented for all

quantities and pseudorapidities for pions with pT = 1, 10 and 100 GeV/c, respectively.

Table 1. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 1 GeV/c; e is
the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.099 1.041 5.3 1.1 1.032 6.2 6.957 6.741 3.1

1 1.186 1.404 18.38 3.027 3.001 0.86 10.25 10.54 2.8

1.4 2.058 2.047 0.53 4.027 4.019 0.20 13.99 14.62 4.5

Table 2. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 10 GeV/c; e

is the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.097 1.055 3.8 1.082 1.04 3.9 7.229 7.006 3.1

1 1.217 1.422 16.8 3.023 2.988 1.2 10.37 10.95 5.6

1.4 2.07 2.046 1.2 4.015 3.989 0.65 14.29 15.05 5.3

pT [GeV/c] 

Same situation for all pT values
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Table 3. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 100 GeV/c; e

is the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.079 1.042 3.4 1.075 1.033 3.9 7.334 7.252 1.1

1 1.243 1.424 14.5 3.011 3.013 0.07 10.39 10.68 2.8

1.4 2.068 2.053 0.72 4.022 3.986 0.89 14.29 14.76 3.3

The discrepancy reported in Section 4.2 is evident for h = 1 for all pT values in
transverse cluster size CSX .

In order to investigate these discrepancies between FS- and LUT-based events for
h = 1 in transverse cluster size, more pseudorapidity values were explored for pions with
pT = 100 GeV/c. Simulations were run at h = 0.4, 0.8 and 1.2. The results are reported
in Table 4.

Table 4. Average cluster size in transverse direction CSX , for different pseudorapidity values h and
pT = 100 GeV/c; e is the relative difference between FS and LUT.

CSX

h FS LUT e [%]

0 1.079 1.042 3.4

0.4 1.09 1.047 3.9

0.8 1.117 1.073 3.9

1 1.243 1.424 14.5

1.2 2.042 2.018 1.2

1.4 2.068 2.053 0.72

For these values of h, the difference in the average cluster size in the transverse
direction between FS- and LUT-based events is again within 1-4%.

These results indicate that the discrepancy observed at h = 1 is limited to a very narrow
range around that value. In order to confirm that this the divergence of the beam for
simulations at h = 1, it was increased to ±10 mrad, corresponding to a pseudorapidity
range: h 2 [0.99, 1.01]. The results are reported in Table 5.

Table 5. Average cluster size in the transverse direction (CSX) for various beam divergences at h = 1
and pT = 100 GeV/c; e denotes the relative difference between FS and LUT.

CSX

Beam Divergence (x, y) (Mrad) FS LUT e [%]

0, 0 1.224 1.428 17
10, 0 1.344 1.449 8
0, 10 1.547 1.551 0.2
10, 10 1.548 1.554 0.4

When the beam divergence is increased in the y direction, the level of agreement
between LUT and FS events is much better than 1%.

In general, simulations with such beam divergence show an improvement in the
agreement for all observables, reaching about 2 % in CSY and less than 0.1 % in CQ. Since
charged particles from LHC collisions are distributed uniformly in h from �2 to +2, the
observed local discrepancy poses no problem at all.

For pT= 100  GeV/c we scanned the η range with a finer granularity 

Agreement at few % level for all η values tested but not for η =1 
(only for transverse cluster size)
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For pT = 100  GeV/c and η = 1 we increased slightly the beam divergence in full simulation 
This divergence corresponds to a range of η of [0.99,1.01]
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Table 3. Average cluster size in transverse (CSX) and bending (CSY) direction, and average cluster
charge CQ for FS- and LUT-based events for different pseudorapidity values h and pT = 100 GeV/c; e

is the relative difference between FS and LUT.

h
CSX CSY CQ [ke]

FS LUT e [%] FS LUT e [%] FS LUT e [%]

0 1.079 1.042 3.4 1.075 1.033 3.9 7.334 7.252 1.1

1 1.243 1.424 14.5 3.011 3.013 0.07 10.39 10.68 2.8

1.4 2.068 2.053 0.72 4.022 3.986 0.89 14.29 14.76 3.3

The discrepancy reported in Section 4.2 is evident for h = 1 for all pT values in
transverse cluster size CSX .

In order to investigate these discrepancies between FS- and LUT-based events for
h = 1 in transverse cluster size, more pseudorapidity values were explored for pions with
pT = 100 GeV/c. Simulations were run at h = 0.4, 0.8 and 1.2. The results are reported
in Table 4.

Table 4. Average cluster size in transverse direction CSX , for different pseudorapidity values h and
pT = 100 GeV/c; e is the relative difference between FS and LUT.

CSX

h FS LUT e [%]

0 1.079 1.042 3.4

0.4 1.09 1.047 3.9

0.8 1.117 1.073 3.9

1 1.243 1.424 14.5

1.2 2.042 2.018 1.2

1.4 2.068 2.053 0.72

For these values of h, the difference in the average cluster size in the transverse
direction between FS- and LUT-based events is again within 1-4%.

These results indicate that the discrepancy observed at h = 1 is limited to a very narrow
range around that value. In order to confirm that this the divergence of the beam for
simulations at h = 1, it was increased to ±10 mrad, corresponding to a pseudorapidity
range: h 2 [0.99, 1.01]. The results are reported in Table 5.

Table 5. Average cluster size in the transverse direction (CSX) for various beam divergences at h = 1
and pT = 100 GeV/c; e denotes the relative difference between FS and LUT.

CSX

Beam Divergence (x, y) (Mrad) FS LUT e [%]

0, 0 1.224 1.428 17
10, 0 1.344 1.449 8
0, 10 1.547 1.551 0.2
10, 10 1.548 1.554 0.4

When the beam divergence is increased in the y direction, the level of agreement
between LUT and FS events is much better than 1%.

In general, simulations with such beam divergence show an improvement in the
agreement for all observables, reaching about 2 % in CSY and less than 0.1 % in CQ. Since
charged particles from LHC collisions are distributed uniformly in h from �2 to +2, the
observed local discrepancy poses no problem at all.

(mrad)

Results

N.B. Charged particles produced in pp collisions are uniformly distributed in η within [-2,2]

Conclusions: this discrepancy is appearing in a very limited η range and should pose no problem 
in ATLAS MC simulated events 
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ITK

IBL• New single-side technology
• Conductive support wafer (Si-Si)
• Both electrods etched from the same side

• Thin active substrates (150 µm)
• Reduce cluster size and data rates

• Small pixels (high occupancy + resolution)
• Rings:  50x50 µm2

• Flat barrel: 25x100 µm2

• Superior radiation hardness (@1e16 neq/cm2)
• High efficiency: >97%
• Low operational bias voltage: 80-140 V
• Low power dissipation < 10 mW/cm2 (@-25˚C)

Efficiency map
25x100 µm2

Pre-production already started

Eff. Map
50x50 µm2

ITk pixel layout

S. Terzo (IFAE, Barcelona)  -
ICHEP 2020

• Outer Barrel and forward pixels
• n-in-p planar silicon sensors (150 µm thick)
• Quad modules: 4472 (barrel) + 2344 (rings)

• Inner pixel layers (replaceable)
• Thin n-in-p planar silicon sensors (100 µm thick)

• Quad modules: 240 (barrel) + 920 (rings)
• 3D silicon sensors 

• “Pseudo” Triplets modules
• Single sensors: 288 (barrel) + 900 (rings)

• 34 mm from the beam line 5

Prelim
inary quad flex

Linear triplet flex (barrel)

3D sensors
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ITK

IBL• New single-side technology
• Conductive support wafer (Si-Si)
• Both electrods etched from the same side

• Thin active substrates (150 µm)
• Reduce cluster size and data rates

• Small pixels (high occupancy + resolution)
• Rings:  50x50 µm2

• Flat barrel: 25x100 µm2

• Superior radiation hardness (@1e16 neq/cm2)
• High efficiency: >97%
• Low operational bias voltage: 80-140 V
• Low power dissipation < 10 mW/cm2 (@-25˚C)

Efficiency map
25x100 µm2

Pre-production already started

Eff. Map
50x50 µm2

L0 R0

Conclusion: CCE(r) is the only needed LUT
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IBL, 20 V

… yes, they do J



Comparison of electric field
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