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Image Inpainting
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Hallucinations
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Inference w/ UCMercedTraining w/ CelebA



Proposed Scheme
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Masks

● Rectangular

13

● Random

● Irregular



Inpainting with Masks

● Rectangular
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Training & Evaluation scenarios 

● Modules

○ Generator – Inpainter: Mask-Aware Transformer for Large Hole Image Inpainting, CVPR 2022

○ Classifier – Detector: MobileNetV2 (ResNet)

● Scenario #1

○ Generator w/ CelebA

○ Classifier /w CelebA and NPWU (dense residential)

○ Input: NPWU (medium residential)

● Scenario #2

○ Generator w/ CelebA

○ Classifier /w CelebA and NPWU (dense residential)

○ Input: UCMerced (airport)
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Initial Results

Rectangular Random Irregular
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Masked Autoencoders (MAE)
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MAE for Self-supervised Learning
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Sparsified Encoders
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System Study - Random vs Fixed Masks



System Study - Datasets Size



Federated Learning & Class Imbalance
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Conclusions

● Hallucinations ↔ Out-of-Distribution Detection

○ Positive vs Negative Examples

● Masking/Inpainting is an effective regularization… what about others?

● Sparsity is extremely beneficial

● Generative vs Discriminative models

● Classification vs Regression

● Specific applications domain??
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