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Costa through the e-mail lens

• PhD with Costa : 10/2019-10/2022


• Covid activity : 02/2020-05/2022 (?)


• Thesis writing : 06/2022-09/2022 


• Most communication happened by e-mail… and Skype



Great explanations



Great expectations

said paper

said paper



Arrow of time
• With no Arrow of Time, we would not be here today celebrating Costa’s career


• I will present recent work, where using Large Language Models, we uncover 
an universal ‘Arrow of Time’ for languages



Autoregressive models

• We will consider autoregressive (language) models


• Input is a sequence of discrete tokens  in , where  is a 
finite vocabulary set


• Output is a probability distribution on , namely the model yields probabilities:


•  


• We can see  as a random variable with probability distribution 


• Model is learning probability distribution  decomposed into 

⃗X n = (x0⋯xn) Vn V

V
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Model training and loss function
• To train such a model one defines a loss function, which the model will 

attempt to minimise.


• The usual choice (and the best one, see (Hanson, 2012)) is the cross-entropy 
loss : 

• Model’s prediction is optimised on sequences of fixed length  :n
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Switching it up

• The decomposition used by current Language Models (predicting the next 
token) is the most natural, especially if we are making a chatbot


• Still, what about other prediction orders (such as backward)? It is worse, 
better, or the same ?


• Call backward models those which are trained to predict the previous token


• 


• Token i loss : 

p←
i (x) = P(Xi = x | (xi+1, …, xn))

ℓ←
i = − ln p←

i (xi)

Backward model



Switching it up
Information content perspective

• Start by comparing the cross-entropy loss of the FW vs BW model on a 
sequence


• 


• Note : since we use the cross-entropy loss, the conditional probabilities 
‘cancel out’.


• Because of this, both FW and BW models are trying to approximate the same 
distribution , decomposed differently !
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Switching it up
Example

• Consider a dataset containing sentences of the form ‘ ’, with  
uniformly sampled digits.


• It seems we are disadvantaged in the BW prediction; since  can 
correspond to many  decompositions


• But things turn out to be okay : 

A × B = CD A, B

CD
A × B

3 × 4 = 12
1.911.11.390

2.22.2 0 0 ≈ 4.4

4.4 ≈



Switching it up
Misleading example
• Consider a dataset composed of snapshot of diverse glass sculptures over 

time.


• FW direction looks easier, BW looks hard because of entropy increase…


• This is resolved by remembering that the FW model must also predict the first 
frame. 



FW : all loss concentrated on first token

BW : loss more distributed over all tokens



An ‘Arrow of Time’  

• We have seen that information-theory wise, FW or BW modelling are 
equivalent


• Potential differences in  and  thus tell us about an asymmetry of the 
dataset ( ), w.r.t. ‘how easy’ it is to learn/model.


• Whenever  has a consistent sign across different experiments, we 
will say that the dataset has an Arrow Of Time (AoT)
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Universal AoT for Languages
Experiments

• Test the presence of an AoT in Language :


• We use a transformer, i.e. same architecture as GPT. 


• We train it on 8 languages, in the FW and BW direction, and compare 
training curves



Universal AoT for Languages
Experiments

• We observe an universal, forward AoT in all the languages we tested


• More data :


• What happens if we increase the context that models can access ?


• What happens as we increase the size of the models we train ?


• What happens with models other than Transformer ?



Origin of the AoT
Representability, type 1

• Given the information-theoretic explanation, the AoT must arise due to an 
asymmetry in how easy are probabilities to learn BW vs FW


• A first asymmetry can come when one direction cannot be represented by the 
model being trained


• Typical example is a dataset of the form , with  primes.


• Optimal loss FW : learn multiplication


• Optimal loss BW : learn prime factorisation  NP !

p × q = pq p, q

→



Origin of the AoT
Learnability, type 2
• Consider a ‘Linear Language’, composed of sentences of the form :


• , , binary strings


• ,  , invertible (for simplicity)


• To learn the language


• FW model needs to learn 


• BW model needs to learn 


• If  is sparse, then the FW model’s task is easy !


• If  is sparse and generic,  is generally much less sparse !

x ↔ y x, y ∈ ℤn
2

y = Mx M ∈ M(ℤ2)n×n

M

M−1

M

M M−1



Origin of AoT

• Explained existence of AoT, but not its consistent direction in language


• General (speculative) idea :


• Say Alice wants to teach Bob something new she learned


• The idea is that she will do this in ‘easy’ steps


• She will send Bob information in a sparse (i.e. easily learnable) way


• Given what we know, this makes it so the backwards direction is 
automatically harder

Why forward ?



Possible future directions
• What is the relation with the ‘entropic’ AoT ?


• E.g., train on the melting sculpture dataset. Can we somehow connect the 
entropy increase with the AoT ?


• The token losses distribution in this case suggest a connection with diffusion 
models


• Can the AoT be a proxy for intelligent processing ?


• Does code have an AoT (yes)


• Does DNA have an AoT ?


• Given Costas’s explanations are very easy to understand, is there a higher than 
normal AoT on a collection of his papers ?




