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The Euclid mission



European Space Agency mission 

Space telescope designed to understand: 

The origin of the accelerating expansion of the Universe 

The properties and nature of dark energy, gravity and dark matter 

Satellite launched in July 2023 by SpaceX from Cap Canaveral (Florida, USA) 

At the L2 Sun-Earth Lagrange point (1.5 million km) 

Will observe 15.000 square degrees (1/3 of full sky) during 6 years

Euclid Launch

4



4.7 m tall and 3.7 m wide, 2.100 kg 

Very high pointing and temperature stability 

55 Mb/s transmission, 4 hours per day (850 Gb) 

1.2 m telescope 

Two instruments: 

VIS: visible camera 

NISP : infrared spectrophotometer 

0.55 square degree field of view 

Twice the moon 

1/20 x LSST 

200 x James Webb

The Euclid satellite
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https://www.cfht.hawaii.edu/~jcc/EuclidThalesCannes2023/

https://www.cfht.hawaii.edu/~jcc/EuclidThalesCannes2023/


Science part of the mission 

Delivered VIS and NISP instruments 

In charge of the data processing and science analysis 

Contributions from 14 European countries, USA, Canada, Japan 

More than 1500 members 

France contributes to 30% (CNES, IN2P3, INSU and IRFU)

The Euclid consortium
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VIS: VISible imager 

Designed to perform precise measurement of the galaxies shape 

Second largest focal plane sent to space 

Focal plane: 45 cm, 36 CCD, 4k x 4k : 600 Mpixels 

Delivered by the Mullard Space Science Laboratory (MSSL, UK) 

Significant French contribution: focal plane, calibration unit, control electronics

The VIS instrument
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NISP: Near infrared spectrograph and photometer  

Measurement of the galaxy redshift (distance) 

Infrared detector: 16 detectors, 2k x 2k : 64 Mpixels 

Filter wheel for photometry 

Grism wheel for spectroscopy 

Delivered by the Laboratoire d’Astrophysique de Marseille (France)

The NISP instrument
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The survey
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Wide survey: 

15.000 square degrees (1/3 of the sky) 

One single observation in each pointing 

Deep survey: 

50 deg2 

40 times more observations 

Calibration fields



Status of Euclid



Commissioning
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Commissioning in July: 

Position and pointing 

Electronics, commands, temperature 

Instruments started 

Focus of telescope 

First non calibrated images shown to the public (July 31)



Commissioning
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Commissioning
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Commissioning
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FGS issue
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Euclid Fine Guidance Sensor (FGS): guiding system used to 
determine exactly the telescope pointing in the sky 

Completely new development in Europe made of optical sensors that 
pick out and lock onto stars found by ESA's Gaia mission 

Cases when the FGS was loosing its tracking stars (too few or too 
many stars, many cosmic rays) 

Issue fixed by software fix that has now been uploaded onto the 
spacecraft 

Delay in commissioning phase



Straylights

16

Euclid has its ‘back’ to the Sun and  protected from sunlight by a dedicated sunshield. 

Small amount of sunlight is reflecting off a thruster and getting through the insulation of (VIS) instrument  

Stray light detected in observations when VIS is turned at specific angles. 

Euclid’s survey re-designed to avoid these angles 

Could impact the efficiency of the survey 



X-rays
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X-rays emitted by the Sun during solar flares can occasionally reach the detectors, spoiling part of the images 

Solar activity is currently high since Sun activity will peak in 2024-2025 

Small fraction of lost images, could be re-observed later



Performance Verification Phase
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Performance Verification Phase in October / November 

Observations on calibration fields 

Processed by calibration pipelines (VIS calibration at CC-IN2P3) 

Results analyzed by instrument experts 

Phase Diversity Calibration in December / January 

Optical calibration with various orientation with respect to the Sun + telescope defocus 

Thermic stabilisation of one week between each observation 

Instruments are performing very well! 

Survey will start on the 14th of February 



First images
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On the 7th November were released the first Euclid full-colour images of the cosmos  

5 targets, one day of observation in total



First images
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NGC6822 galaxy: 

Observed for the first time in its integrity with exceptional 
resolution in less that one hour 

Many star clusters discovered 

Star formation history



First images
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Perseus Galaxy cluster: 

2 hours of observation 

Hundred thousand of background galaxies never seen 
before



Euclid data processing



Computing model
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Unprecedented large data volume for a space mission 

300 TB of raw data over 6 years 

Dozens of PB of data products 

Processing: 20 000 CPU cores estimated at maximum 

9 Science Data Centers (SDC) 

CC-IN2P3: 30% of storage and processing



Computing model
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3 different type of processing: 

On the fly (daily processing with latest pipeline) 

Non regression campaign: reprocessing a set of observations with a consistent pipeline version 

Data release: reprocessing of all observations from the beginning of the survey 

First Data Release after one year of observations 

Immediately available for the Euclid Consortium, public release one year later 

Data releases 2 and 3 after 3 years and 6 years of observations



Computing model
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A « grid-like » computing model: 

Raw data distributed to the 9 SDC 

Each SDC runs the complete Euclid processing pipeline on its data set 

Data products are referenced in a centralised database 

Critical data are replicated on several SDC 

Central services: monitoring, software CI/CD (Gitlab, CernVM-FS), orchestration, authentication,… 

Data management and processing workflow middleware provided by the Euclid Consortium 

Most of the services have been specifically designed for Euclid: 

Central services: 

Euclid Archive System (central database + Science Archive) 

Coordination and Orchestration System 

Collaborative Development Environment (hosted in CC-IN2P3 OpenStack cloud) 

In each Science Data Center: 

Distributed Storage System 

MetaScheduler (orchestration of processing in relation with central database) 

Pipeline Runner



Slurm worker 
nodes 

(Apptainer)
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storage

CODEEN 
(CernVM-FS)

Meta Scheduler

Pipeline 
Runner
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Archive 
System
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                SDC

Euclid architecture at CC-IN2P3

CC-IN2P3

PROD + DEV + 
TEST instances 



Processing pipelines
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Processing pipelines
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Euclid Pipeline Runner
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Execution of Pipeline Workflow on a computing cluster 

Python Microservice architecture using zeroMQ for fast communication 

Python API for developper to specify their pipelines: dependancies, resources requirements 

Using pilot jobs 

Can run locally on a laptop or on a cluster (support SGE, PBS, Slurm, HTCondor) 

Scalable: 

Tested with workflow up to 800k tasks 

Tested with up to 5k pilot jobs (20k "simulated" jobs) 

Profiling: single task, pilot, complete pipeline, total cluster usage 

Web dashboard: monitor progress and failures 

(Credit: S. Marcin)



Euclid Pipeline Runner
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Euclid Pipeline Runner
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Euclid Pipeline Runner
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Conclusion
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Euclid spacecraft and instruments have shown excellent performances 

Very high quality images have already been released 

Euclid pipelines are running at CC-IN2P3 on calibration fields 

Mission survey will start on the 14th February
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Thank you


