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JetSeT the philosophy

open source

interoperability

 can be 
interfaced

reproducibility

robust 

used for 
teaching

for high-level 
publications

well 
documented

CI/CD

JetSeT is an open source C/Python framework to reproduce radiative and accelerative processes 
acting in relativistic jets, and galactic objects (with/without jet), allowing to fit the numerical models to 

observed data.

easy to install
conda,pip

allow to the user 
to build complex 
models basing on 

atomic tools

numerical 
engine in C

interface in 
python

• iminuit
• mcmc samplers
• gamma-py
• sherpa

plugins (bidirectional)
to third-party
frameworks

user-defined 
plugins

• microquasars
• expanding jets
• functional-dependant 

parameters

used in 
master and PhD 

Thesis

astropy-oriented 

customizable



JetSeT
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JetSeT releases

• the code can easily installed using pip or conda (single line instruction) 

• easily recompiled cloning the repo (just run setup.py) 

• on git I provide both releases of sources and binaries



JetSeT releases

• the code is built for various linux/mac os and three different python version 

• linux binaries are built on many_linux distro to ensure no issues when in installed on any linux distro 

• git Actions pipelines are used for CI/CD with extensive testing of the code



JetSeT an example of workflow

data phenomenology model



JetSeT interoperability

• You can both turn your model into a sherpa or gamma-py model, 

• our just use the sherpa or gamma-py (or iminuit or emcee) fitting 
frontend! 

• with sherpa and gamma-py you can do forward-folded model fitting 
taking into account responses of different datasets



JetSeT interoperability: using model fitting plugins is trivial



JetSeT User customization

• model con be easily combined using math expression

model
container

model1

model 2

model 3

f(m1,m2,m3)



JetSeT User customization

• parameters can be easily linked with functions



JetSeT User customization

• users can easily define custom distribution for electrons and protons



JetSeT The FP approach: Numerically solved Chang&Cooper
injection term
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blob expanding with a constant velocity. We can easily invert
this relation, and solve in terms of R

⇤:

R
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This equation allows to determine the time needed, starting from
texp, to move the initial ⌫0

S S A
to ⌫⇤

S S A
, that is actually time needed

to expand the source from an initial radius R0 to the radius R
⇤,

that is the rising time. In the blob rest frame will read:
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The total delay will be given by the sum of texp and trise, i.e:
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Finally, the adiabatic decay time,will be proportional to the adi-
abatic cooling time at R

⇤:

t
ad
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It is relevant to notice that the decaying time will be a↵ected also
by the purely geometric factor, depending on B(t) and R(t). This
can be easily derived starting from the $delta-approximation for
the emitted synchrotron flux, and taking into account that, for
confined emitter, N0V(t) is constant:
⌫F⌫(t) / N0V(t)B(t)2 / B(t)2. (12)
Hence, the geometric decay time will scale as :

t
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Since it is di�cult to discriminate among all these e↵ects, in
particular with observed data (where the incertitude on the value
of R0 and � introduces a further level of complication), we will
use a in place of  a more generic term � that is not explicitly
related to mB and p:
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We can express these relations in the observer frame:
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where ⌫obs=⌫ �
z+1 . If the light crossing times (R/c) are larger then

cooling times, we can substitute the observed timescale variabil-
ity t

obs
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�c in the equations above:
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where t
obs

exp
= texp(1 + z)/�.

3. Self-consistent temporal evolution of an
expanding blob

To follow the evolution of the emitting particle distribution, and
the radiative fields, we use the JetTimeEvol class from the
jet_timedep module of JetSeT. This class allows to evolve
the particle distribution under the e↵ects of both cooling and ac-
celeration (both systematic and stochastic) process, and to ex-
tract SED, light curves at any given time. The code proceeds
through the numerical solution of a kinetic equation, following
the same approach as in Tramacere et al. (2011) based on the
employment of the quasi-linear approximation with the inclu-
sion of momentum di↵usion term (Ramaty 1979; Becker et al.
2006). The equation governing the temporal evolution of n(�) is
the Fokker-Planck (FP) equation that reads:
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+ Q(�, t).

The momentum di↵usion coe�cient Dp(�, t) and the average en-
ergy change term resulting from the momentum-di↵usion pro-
cess DA(�, t) = (2/�)Dp(�, t), represent the contribution from
a stochastic momentum-di↵usion acceleration mechanism The
systematic term S (�, t) = �C(�, t) + A(�, t) describes system-
atic energy loss (C) and/or gain (A), and Q(�, t) is the injection
term. n(�,t)

Tad

corresponds to the decrease in particle density due
to the expansion process, with Tad =

1
3

R(t)
�expc

(Gould 1975), and
n(�,t)

Tesc(�) represents the particle escape term. The injection function
Q(�in j, t) is normalised according to:

Lin j = Vacc

Z
�mec

2
Q(�, t)d� (erg/s), (18)

where Vacc is the volume of the acceleration region. The numer-
ical solution of the FP equation is obtained using the same ap-
proach of Tramacere et al. (2011), that is based on method pro-
posed by Chang & Cooper (1970) as described in Park & Pet-
rosian (1996).

3.1. setup of the simulation

We first generate a flaring event where both cooling and acceler-
ation processes act, in order to reproduce the typical SEDs and
lightcurves observed in HBLs. Then we follow the long-term
evolution under the e↵ects of radiative cooling and adiabatic ex-
pansion, setting a duration of the simulation long enough to fol-
low the particle evolution due to the expansion process. Both
for the flaring and log-term simulation, the time grid for the
solution of the FP equation is tuned to have a temporal mesh
at least two order of magnitude smaller then the shortest cool-
ing/acclearation time scale. We use an energy grid with 1500
points and 1  �  108. Since the total number of time steps
used in the FP numerical solution (Tsize) can be very large, a sub
sample of the time steps of the simulation (NUMS ET ) are stored
in arrays, and can be used to build both lightcurves and SEDs. In
the current simulation we have used NUMS ET = 200 for the flar-
ing stage, NUMS ET = 1000 for the long-term evolution, which
guarantee an adequate time sampling for lightcurves and spectral
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3. Self-consistent temporal evolution of an
expanding blob

To follow the evolution of the emitting particle distribution, and
the radiative fields, we use the JetTimeEvol class from the
jet_timedep module of JetSeT. This class allows to evolve
the particle distribution under the e↵ects of both cooling and ac-
celeration (both systematic and stochastic) process, and to ex-
tract SED, light curves at any given time. The code proceeds
through the numerical solution of a kinetic equation, following
the same approach as in Tramacere et al. (2011) based on the
employment of the quasi-linear approximation with the inclu-
sion of momentum di↵usion term (Ramaty 1979; Becker et al.
2006). The equation governing the temporal evolution of n(�) is
the Fokker-Planck (FP) equation that reads:
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cess DA(�, t) = (2/�)Dp(�, t), represent the contribution from
a stochastic momentum-di↵usion acceleration mechanism The
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where Vacc is the volume of the acceleration region. The numer-
ical solution of the FP equation is obtained using the same ap-
proach of Tramacere et al. (2011), that is based on method pro-
posed by Chang & Cooper (1970) as described in Park & Pet-
rosian (1996).

3.1. setup of the simulation

We first generate a flaring event where both cooling and acceler-
ation processes act, in order to reproduce the typical SEDs and
lightcurves observed in HBLs. Then we follow the long-term
evolution under the e↵ects of radiative cooling and adiabatic ex-
pansion, setting a duration of the simulation long enough to fol-
low the particle evolution due to the expansion process. Both
for the flaring and log-term simulation, the time grid for the
solution of the FP equation is tuned to have a temporal mesh
at least two order of magnitude smaller then the shortest cool-
ing/acclearation time scale. We use an energy grid with 1500
points and 1  �  108. Since the total number of time steps
used in the FP numerical solution (Tsize) can be very large, a sub
sample of the time steps of the simulation (NUMS ET ) are stored
in arrays, and can be used to build both lightcurves and SEDs. In
the current simulation we have used NUMS ET = 200 for the flar-
ing stage, NUMS ET = 1000 for the long-term evolution, which
guarantee an adequate time sampling for lightcurves and spectral

Article number, page 2 of 9

W (k) =
�B(k2

0)
8⇡

⇣ k

k0

⌘�q

Turbulent magnetic field momentum diffusion term

The Astrophysical Journal, 739:66 (16pp), 2011 October 1 Tramacere, Massaro, & Taylor

where Dp(γ , t) is the momentum-diffusion coefficient,
DA(γ , t) = (2/γ )Dp(γ , t) is the average energy change term
resulting from the momentum-diffusion process, and S(γ , t) =
−C(γ , t) + A(γ , t) is an extra term describing systematic en-
ergy loss (C) and/or gain (A), and Q(γ , t) is the injection term.
In the standard diffusive shock acceleration scenario, there are
several possibilities for which one can expect that energy gain
fluctuations will occur, due to the momentum-diffusion term. In
particular, for the case of a turbulent magnetized medium, the
advection of particles toward the shock due to pitch angle scat-
tering may be accompanied by stochastic momentum-diffusion
mechanism. In this scenario, particles embedded in a magnetic
field with both an ordered (B0) and turbulent (δB) component,
exchange energy with resonant plasma waves, and the related
diffusion coefficient is determined by the spectrum of the plasma
waves. Following the approach of Becker et al. (2006), we de-
scribe the energy distribution W (k) in terms of the wave number
k = 2π/λ with a PL

W (k) = δB(k)2

8π
= δB(k0)2

8π

(
k

k0

)−q

, (12)

with q = 2 for the “hard-sphere” spectrum, q = 5/3 for
the Kolmogorov spectrum, and q = 3/2 for the Kraichnan
spectrum, the total energy density in the fluctuations being

UδB =
∫ kmax

k0

W (k)dk. (13)

Under these assumptions, the momentum-diffusion coefficient
reads (O’Sullivan et al. 2009)

Dp ≈ β2
A

(
δB

B0

)2 ( ρg

λmax

)q−1 p2c2

ρgc
, (14)

where βA = VA/c and VA is the Alfvén waves velocity,
ρg = pc/qB is the Larmor radius, and λmax is the maximum
wavelength of the Alfvén waves spectrum. The acceleration time
for particles with Lorentz factor γ , whose Larmor radii resonate
with one particular magnetic field turbulence length scale, is
dictated by the momentum-diffusion coefficient (Dp) as

tacc ≈ p2

Dp

= ρg(γ0)
cβ2

A

(
B2

0

δB2

)∣∣∣∣
γ0

(
γ

γ0

)2−q

. (15)

The spatial diffusion coefficient relates to the momentum-
diffusion coefficient through the relation, DxDp ≈ p2β2

A
(Skilling 1975), hence the escape time of the particles from the
acceleration region of size R depends on the spatial diffusion
coefficient through the relation

tesc ≈ R2

Dx

≈ R2

(cβA)2 tacc
. (16)

The coefficients in Equation (11), and their related timescales,
can be expressed as a PL in terms of the Lorentz factor (γ )






Dp(γ ) = Dp0
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γ
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)q
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, tDA = 1
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A(γ ) = Ap0γ , tA = 1
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, (17)

where Dp0 and A0 have the dimension of the inverse of a time.
Analytical solutions of the diffusion equation for relativistic
electrons have frequently been discussed in the literature since
the early work by Kardashev (1962), in particular for the
case of the “hard-sphere” approximation. Neglecting the S and
Tesc terms in Equation (11), and using a mono-energetic and
instantaneous injection (n(γ , 0) = N0δ(γ − γ0)), the solution
of the diffusion equation is (Melrose 1969; Kardashev 1962)

n(γ , t) = N0

γ
√

4πDp0t
exp

{
− [ln(γ /γ0) − (Ap0 − Dp0)t]2

4Dp0t

}
,

(18)
i.e., a log-parabolic distribution, whose curvature term is

r = ce

4Dp0t
∝ 1

Dp0t
. (19)

This result is fully consistent with that found in the statistical
description; indeed, Equations (18) and (8) have the same
functional form in both the statistical and in the diffusion
equation scenario, with t playing the role of ns, Dp0 the role
of the variance of the energy gain (σ 2

ε ), and Ap0 the role of
log ε̄. Hence we can write

Dp0 ∝
(σε

ε̄

)2
. (20)

It is interesting to note that in the case of the “hard-sphere”
approximation, the curvature term is simply dictated by the
ratio of the diffusive acceleration time (tD) to the evolution
time (t).

3. NUMERICAL APPROACH: MONTE CARLO
SIMULATION WITH MAGNETIC TURBULENCE

In this section, we demonstrate explicitly how the introduction
of energy fluctuations leads to curved spectral distributions of
particles. This is carried out using an MC approach.

In our simulations, we considered 105 particles injected into
the system with a cold mono-energetic distribution of Lorentz
factors, with γ0 = 1. To compare these results with the ones
presented in Section 2, we remind the reader that in the MC
approach, the duration of the acceleration process t is the
equivalent of the number of acceleration steps (ns) used in
the statistical picture and that the probability of the particle
to be upscattered or downscattered in the MC realizations
can be expressed in the statistical approach as P (ε > 1)
and P (ε < 1), respectively. The scattering probability of the
particles is dictated by the intensity of resonant waves in the
turbulent magnetic power spectrum. As a working hypothesis,
we assume that particles interact with a turbulent magnetic field
whose power spectrum is expressed by Equation (12). In each
scattering, the particles have a probability of (1 + βA)/2 of
being upscattered and a probability of (1 − βA)/2 of being
downscattered. The energy dispersion of the particle due to
resonant scattering with Alfvén waves will be 〈∆E2〉 ∝ (EβA)2t ,
where E = mec

2γ . Using the very good approximation for
the variance of the product of n uncorrelated random variables
(Goodman 1962)

σ 2(Πxi) = Π〈xi〉2Σ
(

σ 2
xi

〈xi〉2

)

(21)
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for the number of steps undergone by a particle is given
by a Poisson law, it is possible to show that the energy
distribution follows a log-parabola whose curvature term
depends on the inverse of the mean number of steps mul-
tiplied by the duration of the acceleration process.

2.2. Diffusion equation approach

The above statistical description provides an intuitive
link between the curvature in the energy distribution of
accelerated particles and the presence of a randomiza-
tion process, such as the dispersion in the energy gain or
in the number of acceleration steps. However, this ap-
proach does not give a complete physical description of
the processes responsible for the systematic and stochas-
tic energy gain, ignoring other physical processes, such
as the radiative cooling and injection rates, or the accel-
eration energy dependence, necessary to give a complete
description of the particles energy distribution evolution.
A physical self-consistent description of stochastic accel-
eration in a time-dependent fashion, can be achieved
through a kinetic equation approach. Employing the
quasi-linear approximation with the inclusion of momen-
tum diffusion term (Ramaty 1979; Becker et al. 2006),
the equation governing the temporal evolution of n(γ)
is:
∂n(γ, t)
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where Dp(γ, t) is the momentum diffusion coefficient,
DA(γ, t) = (2/γ)Dp(γ, t) is the average energy change
term resulting from the momentum-diffusion process,
and S(γ, t) = −C(γ, t) + A(γ, t) is an extra term de-
scribing systematic energy loss (C) and/or gain (A), and
Q(γ, t) is the injection term. In the standard diffusive
shock acceleration scenario, there are several possibilities
for which one can expect that energy gain fluctuations
will occur, due to the momentum diffusion term. In par-
ticular, for the case of a turbulent magnetized medium,
the advection of particles towards the shock due to pitch
angle scattering may be accompanied by stochastic mo-
mentum diffusion mechanism. In this scenario, parti-
cles embedded in a magnetic field with both an ordered
(B0) and turbulent (δB) component, exchange energy
with resonant plasma waves, and the related diffusion
coefficient is determined by the spectrum of the plasma
waves. Following the approach of Becker et al. (2006)
we describe the energy distribution W (k) in terms of the
wave number k = 2π/λ with a power-law :
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with q = 2 for the “hard-sphere” spectrum, q = 5/3 for
the Kolmogorov spectrum, and q = 3/2 for the Kraich-
nan spectrum, the total energy density in the fluctuations
being

UδB =

∫ kmax

k0

W (k)dk . (13)

Under these assumptions the momentum-diffusion coef-
ficient reads (O’Sullivan et al. 2009):

Dp ≈ β2
A

(δB

B0

)2( ρg
λmax

)q−1 p2c2

ρgc
(14)

where βA = VA/c and VA is the Alfven waves velocity,
ρg = pc/qB is the Larmor radius, and λmax is the maxi-
mum wavelength of the Alfven waves spectrum. The ac-
celeration time for particles with Lorentz factor γ, whose
Larmor radii resonate with one particular magnetic field
turbulence length-scale, is dictated by the momentum
diffusion coefficient (Dp) as,

tacc ≈
p2

Dp
=

ρg(γ0)

c β2
A

(

B2
0

δB2

)
∣

∣

∣

∣

γ0

(

γ

γ0

)2−q

. (15)

The spatial diffusion coefficient relates to the momentum
diffusion coefficient through the relation, DxDp ≈ p2β2

A
(Skilling 1975), hence the escape time of the particles
from the acceleration region of size R, depends on the
spatial diffusion coefficient through the relation,

tesc ≈
R2

Dx
≈

R2

(cβA)
2 tacc

. (16)

The coefficients in Eq. 12, and their related time scales,
can be expressed as a power-law in terms of the Lorentz
factor (γ):



















Dp(γ) = Dp0
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γ
γ0

)q

, tD = 1
Dp0

(

γ
γ0

)2−q

DA(γ) = 2Dp0

(

γ
γ0

)q−1
, tDA = 1

2Dp0

(

γ
γ0

)2−q

A(γ) = Ap0γ, tA = 1
A0

(17)
where Dp0, and A0 have the dimension of the inverse
of a time. Analytical solutions of the diffusion equa-
tion for relativistic electrons are frequently discussed in
the literature since the early work by Kardashev (1962),
in particular for the case of the “hard-sphere” approx-
imation. Neglecting the S and Tesc terms in Eq. 12,
and using a mono-energetic and instantaneous injection
(n(γ, 0) = N0δ(γ − γ0)), the solution of the diffusion
equation is (Melrose 1969; Kardashev 1962):

n(γ, t) =
N0

γ
√

4πDp0t
exp

{

−
[ln(γ/γ0)− (Ap0 −Dp0)t]2

4Dp0t

}

,

(18)
ie. a log-parabolic distribution, whose curvature term is:

r =
ce

4Dp0 t
∝

1

Dp0t
(19)

This result is fully consistent with that found in the sta-
tistical description, indeed Eq. 18 and Eq. 8 have the
same functional form in both the statistical and in the
diffusion equation scenario, with t playing the role of ns,
Dp0 the role of the variance of the energy gain (σ2

ε), and
Ap0 the role of log ε̄. Hence we can write:

Dp0 ∝
(σε

ε̄

)2
(20)

It is interesting to note, that in the case of the “hard-
sphere” approximation, the curvature term is simply
dictated by the ratio of the diffusive acceleration time
(tD) to the evolution time (t).
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Appendix A: JetSeT temporal evolution

The cooling terms are given by:

|�̇synch| =
4�T c

3mec2 �
2
UB = C0�

2
UB (A.1)

|�̇IC | =
4�T c

3mec2 �
2
Z

fKN(4�✏0)✏0nph(✏0)d✏0 = C0�
2
FKN(�)

|�̇ad | =
1
3

V̇

V
� =

Ṙ(t)
R(t)
� =
�expc

R(t)
�

C(�) = |�̇synch| + |�̇IC | + |�̇ad |

where UB = B
2/8⇡, is the energy density of the magnetic field,

✏0 = h⌫0/mec
2 is the IC seed photon energy in units of mec

2,
nph(✏0) is the number density of IC seed photons with the corre-
sponding photon energy density Uph = mec

2
R
✏0nph(✏0)d✏0. The

function fKN results from the analytical integration of the Jones
(1968) Compton kernel, fully taking into account Klein-Nishina
(KN) e↵ects for an isotropic seed photon field (see Moderski
et al. 2005, appendix C), and FKN(�) represents its convolution
with the seed photon field. We remark that FKN plays a crucial
role in the cooling process, depending both on the IC regime
(Thomson (TH) limit for 4�✏0 << 1, KN limit for 4�✏0 >> 1),
and on ✏0nph(✏0) / B

2/R2. The acceleration terms in Eq. 17,
and their related time scales, can be expressed as a power-law in

terms of the Lorentz factor (�):
8>>>>>><
>>>>>>:
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(A.2)
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where Dp(γ , t) is the momentum-diffusion coefficient,
DA(γ , t) = (2/γ )Dp(γ , t) is the average energy change term
resulting from the momentum-diffusion process, and S(γ , t) =
−C(γ , t) + A(γ , t) is an extra term describing systematic en-
ergy loss (C) and/or gain (A), and Q(γ , t) is the injection term.
In the standard diffusive shock acceleration scenario, there are
several possibilities for which one can expect that energy gain
fluctuations will occur, due to the momentum-diffusion term. In
particular, for the case of a turbulent magnetized medium, the
advection of particles toward the shock due to pitch angle scat-
tering may be accompanied by stochastic momentum-diffusion
mechanism. In this scenario, particles embedded in a magnetic
field with both an ordered (B0) and turbulent (δB) component,
exchange energy with resonant plasma waves, and the related
diffusion coefficient is determined by the spectrum of the plasma
waves. Following the approach of Becker et al. (2006), we de-
scribe the energy distribution W (k) in terms of the wave number
k = 2π/λ with a PL

W (k) = δB(k)2

8π
= δB(k0)2

8π

(
k

k0

)−q

, (12)

with q = 2 for the “hard-sphere” spectrum, q = 5/3 for
the Kolmogorov spectrum, and q = 3/2 for the Kraichnan
spectrum, the total energy density in the fluctuations being

UδB =
∫ kmax

k0

W (k)dk. (13)

Under these assumptions, the momentum-diffusion coefficient
reads (O’Sullivan et al. 2009)

Dp ≈ β2
A

(
δB

B0

)2 ( ρg

λmax

)q−1 p2c2

ρgc
, (14)

where βA = VA/c and VA is the Alfvén waves velocity,
ρg = pc/qB is the Larmor radius, and λmax is the maximum
wavelength of the Alfvén waves spectrum. The acceleration time
for particles with Lorentz factor γ , whose Larmor radii resonate
with one particular magnetic field turbulence length scale, is
dictated by the momentum-diffusion coefficient (Dp) as

tacc ≈ p2

Dp

= ρg(γ0)
cβ2

A

(
B2

0

δB2

)∣∣∣∣
γ0

(
γ

γ0

)2−q

. (15)

The spatial diffusion coefficient relates to the momentum-
diffusion coefficient through the relation, DxDp ≈ p2β2

A
(Skilling 1975), hence the escape time of the particles from the
acceleration region of size R depends on the spatial diffusion
coefficient through the relation

tesc ≈ R2

Dx

≈ R2

(cβA)2 tacc
. (16)

The coefficients in Equation (11), and their related timescales,
can be expressed as a PL in terms of the Lorentz factor (γ )






Dp(γ ) = Dp0

(
γ
γ0

)q

, tD = 1
Dp0

(
γ
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)2−q
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(
γ
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, tDA = 1

2Dp0
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γ
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A(γ ) = Ap0γ , tA = 1
A0

, (17)

where Dp0 and A0 have the dimension of the inverse of a time.
Analytical solutions of the diffusion equation for relativistic
electrons have frequently been discussed in the literature since
the early work by Kardashev (1962), in particular for the
case of the “hard-sphere” approximation. Neglecting the S and
Tesc terms in Equation (11), and using a mono-energetic and
instantaneous injection (n(γ , 0) = N0δ(γ − γ0)), the solution
of the diffusion equation is (Melrose 1969; Kardashev 1962)

n(γ , t) = N0

γ
√

4πDp0t
exp

{
− [ln(γ /γ0) − (Ap0 − Dp0)t]2

4Dp0t

}
,

(18)
i.e., a log-parabolic distribution, whose curvature term is

r = ce

4Dp0t
∝ 1

Dp0t
. (19)

This result is fully consistent with that found in the statistical
description; indeed, Equations (18) and (8) have the same
functional form in both the statistical and in the diffusion
equation scenario, with t playing the role of ns, Dp0 the role
of the variance of the energy gain (σ 2

ε ), and Ap0 the role of
log ε̄. Hence we can write

Dp0 ∝
(σε

ε̄

)2
. (20)

It is interesting to note that in the case of the “hard-sphere”
approximation, the curvature term is simply dictated by the
ratio of the diffusive acceleration time (tD) to the evolution
time (t).

3. NUMERICAL APPROACH: MONTE CARLO
SIMULATION WITH MAGNETIC TURBULENCE

In this section, we demonstrate explicitly how the introduction
of energy fluctuations leads to curved spectral distributions of
particles. This is carried out using an MC approach.

In our simulations, we considered 105 particles injected into
the system with a cold mono-energetic distribution of Lorentz
factors, with γ0 = 1. To compare these results with the ones
presented in Section 2, we remind the reader that in the MC
approach, the duration of the acceleration process t is the
equivalent of the number of acceleration steps (ns) used in
the statistical picture and that the probability of the particle
to be upscattered or downscattered in the MC realizations
can be expressed in the statistical approach as P (ε > 1)
and P (ε < 1), respectively. The scattering probability of the
particles is dictated by the intensity of resonant waves in the
turbulent magnetic power spectrum. As a working hypothesis,
we assume that particles interact with a turbulent magnetic field
whose power spectrum is expressed by Equation (12). In each
scattering, the particles have a probability of (1 + βA)/2 of
being upscattered and a probability of (1 − βA)/2 of being
downscattered. The energy dispersion of the particle due to
resonant scattering with Alfvén waves will be 〈∆E2〉 ∝ (EβA)2t ,
where E = mec

2γ . Using the very good approximation for
the variance of the product of n uncorrelated random variables
(Goodman 1962)

σ 2(Πxi) = Π〈xi〉2Σ
(

σ 2
xi

〈xi〉2

)

(21)

3

here we add adiabatic cooling

(t=time elapsed from the expansion)

Authors: Adiabatic expansion and self-consistent modeling of Radio-� delay in Blazars with the JetSeT code

Appendix A: JetSeT temporal evolution

The cooling terms are given by:

|�̇synch| =
4�T c

3mec2 �
2
UB = C0�

2
UB (A.1)

|�̇IC | =
4�T c

3mec2 �
2
Z

fKN(4�✏0)✏0nph(✏0)d✏0 = C0�
2
FKN(�)

|�̇ad | =
1
3

V̇

V
� =
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2/8⇡, is the energy density of the magnetic field,

✏0 = h⌫0/mec
2 is the IC seed photon energy in units of mec
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nph(✏0) is the number density of IC seed photons with the corre-
sponding photon energy density Uph = mec
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function fKN results from the analytical integration of the Jones
(1968) Compton kernel, fully taking into account Klein-Nishina
(KN) e↵ects for an isotropic seed photon field (see Moderski
et al. 2005, appendix C), and FKN(�) represents its convolution
with the seed photon field. We remark that FKN plays a crucial
role in the cooling process, depending both on the IC regime
(Thomson (TH) limit for 4�✏0 << 1, KN limit for 4�✏0 >> 1),
and on ✏0nph(✏0) / B

2/R2. The acceleration terms in Eq. 17,
and their related time scales, can be expressed as a power-law in
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blob expanding with a constant velocity. We can easily invert
this relation, and solve in terms of R

⇤:

R
⇤ = R0

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(8)

 =
p + 4

mB(p + 2) � 2
This equation allows to determine the time needed, starting from
texp, to move the initial ⌫0

S S A
to ⌫⇤

S S A
, that is actually time needed

to expand the source from an initial radius R0 to the radius R
⇤,

that is the rising time. In the blob rest frame will read:

trise = �tR0!R⇤ =
R
⇤ � R0

�expc
=

R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(9)

The total delay will be given by the sum of texp and trise, i.e:

�t⌫0
S S A
!⌫⇤

S S A

= texp + trise = texp +
R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(10)

Finally, the adiabatic decay time,will be proportional to the adi-
abatic cooling time at R

⇤:

t
ad

decay
/ R

⇤

�expc
=

R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘ 
(11)

It is relevant to notice that the decaying time will be a↵ected also
by the purely geometric factor, depending on B(t) and R(t). This
can be easily derived starting from the $delta-approximation for
the emitted synchrotron flux, and taking into account that, for
confined emitter, N0V(t) is constant:
⌫F⌫(t) / N0V(t)B(t)2 / B(t)2. (12)
Hence, the geometric decay time will scale as :

t
geom

decay
/
⇣⌫0

S S A

⌫⇤
S S A

⌘2(mB� )
(13)

Since it is di�cult to discriminate among all these e↵ects, in
particular with observed data (where the incertitude on the value
of R0 and � introduces a further level of complication), we will
use a in place of  a more generic term � that is not explicitly
related to mB and p:

tdecay / R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘�
(14)

We can express these relations in the observer frame:

�t
obs

⌫0
S S A
!⌫⇤

S S A

=
1 + z

�

h
t
blob

exp
+

R0

�expc

⇣⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
⌘i

(15)

t
obs

decayd
=

(1 + z)
�

R0

�expc

⇣⌫0
S S A

⌫⇤
S S A

⌘�

t
obs

rise
=

(1 + z)
�

R0

�expc

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

where ⌫obs=⌫ �
z+1 . If the light crossing times (R/c) are larger then

cooling times, we can substitute the observed timescale variabil-
ity t

obs

var
= (1+z)R0

�c in the equations above:

�t
obs

⌫0,obs

S S A
!⌫⇤,obs

S S A

= t
obs

exp
+

t
obs

var

�exp

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

(16)

t
obs

decay
=

t
obs

var

�exp

⇣⌫0
S S A

⌫⇤
S S A

⌘�

t
obs

rise
=

t
obs

var

�exp

h⇣⌫0
S S A

⌫⇤
S S A

⌘ � 1
i

where t
obs

exp
= texp(1 + z)/�.

3. Self-consistent temporal evolution of an
expanding blob

To follow the evolution of the emitting particle distribution, and
the radiative fields, we use the JetTimeEvol class from the
jet_timedep module of JetSeT. This class allows to evolve
the particle distribution under the e↵ects of both cooling and ac-
celeration (both systematic and stochastic) process, and to ex-
tract SED, light curves at any given time. The code proceeds
through the numerical solution of a kinetic equation, following
the same approach as in Tramacere et al. (2011) based on the
employment of the quasi-linear approximation with the inclu-
sion of momentum di↵usion term (Ramaty 1979; Becker et al.
2006). The equation governing the temporal evolution of n(�) is
the Fokker-Planck (FP) equation that reads:

@n(�, t)
@t

=
@

@�

n
� [S (�, t) + DA(�, t)]n(�, t)

o
(17)

+
@

@�

n
Dp(�, t)

@n(�, t)
@�

o
� n(�, t)

Tesc(�)
� n(�, t)

Tad

+ Q(�, t).

The momentum di↵usion coe�cient Dp(�, t) and the average en-
ergy change term resulting from the momentum-di↵usion pro-
cess DA(�, t) = (2/�)Dp(�, t), represent the contribution from
a stochastic momentum-di↵usion acceleration mechanism The
systematic term S (�, t) = �C(�, t) + A(�, t) describes system-
atic energy loss (C) and/or gain (A), and Q(�, t) is the injection
term. n(�,t)

Tad

corresponds to the decrease in particle density due
to the expansion process, with Tad =

1
3

R(t)
�expc

(Gould 1975), and
n(�,t)

Tesc(�) represents the particle escape term. The injection function
Q(�in j, t) is normalised according to:

Lin j = Vacc

Z
�mec

2
Q(�, t)d� (erg/s), (18)

where Vacc is the volume of the acceleration region. The numer-
ical solution of the FP equation is obtained using the same ap-
proach of Tramacere et al. (2011), that is based on method pro-
posed by Chang & Cooper (1970) as described in Park & Pet-
rosian (1996).

3.1. setup of the simulation

We first generate a flaring event where both cooling and acceler-
ation processes act, in order to reproduce the typical SEDs and
lightcurves observed in HBLs. Then we follow the long-term
evolution under the e↵ects of radiative cooling and adiabatic ex-
pansion, setting a duration of the simulation long enough to fol-
low the particle evolution due to the expansion process. Both
for the flaring and log-term simulation, the time grid for the
solution of the FP equation is tuned to have a temporal mesh
at least two order of magnitude smaller then the shortest cool-
ing/acclearation time scale. We use an energy grid with 1500
points and 1  �  108. Since the total number of time steps
used in the FP numerical solution (Tsize) can be very large, a sub
sample of the time steps of the simulation (NUMS ET ) are stored
in arrays, and can be used to build both lightcurves and SEDs. In
the current simulation we have used NUMS ET = 200 for the flar-
ing stage, NUMS ET = 1000 for the long-term evolution, which
guarantee an adequate time sampling for lightcurves and spectral
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blob expanding with a constant velocity. We can easily invert
this relation, and solve in terms of R

⇤:

R
⇤ = R0

⇣⌫0
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⌫⇤
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(8)

 =
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mB(p + 2) � 2
This equation allows to determine the time needed, starting from
texp, to move the initial ⌫0

S S A
to ⌫⇤

S S A
, that is actually time needed

to expand the source from an initial radius R0 to the radius R
⇤,

that is the rising time. In the blob rest frame will read:
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The total delay will be given by the sum of texp and trise, i.e:
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Finally, the adiabatic decay time,will be proportional to the adi-
abatic cooling time at R

⇤:
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It is relevant to notice that the decaying time will be a↵ected also
by the purely geometric factor, depending on B(t) and R(t). This
can be easily derived starting from the $delta-approximation for
the emitted synchrotron flux, and taking into account that, for
confined emitter, N0V(t) is constant:
⌫F⌫(t) / N0V(t)B(t)2 / B(t)2. (12)
Hence, the geometric decay time will scale as :
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/
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⌘2(mB� )
(13)

Since it is di�cult to discriminate among all these e↵ects, in
particular with observed data (where the incertitude on the value
of R0 and � introduces a further level of complication), we will
use a in place of  a more generic term � that is not explicitly
related to mB and p:
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We can express these relations in the observer frame:
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where ⌫obs=⌫ �
z+1 . If the light crossing times (R/c) are larger then

cooling times, we can substitute the observed timescale variabil-
ity t
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where t
obs

exp
= texp(1 + z)/�.

3. Self-consistent temporal evolution of an
expanding blob

To follow the evolution of the emitting particle distribution, and
the radiative fields, we use the JetTimeEvol class from the
jet_timedep module of JetSeT. This class allows to evolve
the particle distribution under the e↵ects of both cooling and ac-
celeration (both systematic and stochastic) process, and to ex-
tract SED, light curves at any given time. The code proceeds
through the numerical solution of a kinetic equation, following
the same approach as in Tramacere et al. (2011) based on the
employment of the quasi-linear approximation with the inclu-
sion of momentum di↵usion term (Ramaty 1979; Becker et al.
2006). The equation governing the temporal evolution of n(�) is
the Fokker-Planck (FP) equation that reads:
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@t

=
@
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n
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o
(17)

+
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Dp(�, t)
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@�

o
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Tesc(�)
� n(�, t)

Tad

+ Q(�, t).

The momentum di↵usion coe�cient Dp(�, t) and the average en-
ergy change term resulting from the momentum-di↵usion pro-
cess DA(�, t) = (2/�)Dp(�, t), represent the contribution from
a stochastic momentum-di↵usion acceleration mechanism The
systematic term S (�, t) = �C(�, t) + A(�, t) describes system-
atic energy loss (C) and/or gain (A), and Q(�, t) is the injection
term. n(�,t)

Tad

corresponds to the decrease in particle density due
to the expansion process, with Tad =

1
3

R(t)
�expc

(Gould 1975), and
n(�,t)

Tesc(�) represents the particle escape term. The injection function
Q(�in j, t) is normalised according to:

Lin j = Vacc

Z
�mec

2
Q(�, t)d� (erg/s), (18)

where Vacc is the volume of the acceleration region. The numer-
ical solution of the FP equation is obtained using the same ap-
proach of Tramacere et al. (2011), that is based on method pro-
posed by Chang & Cooper (1970) as described in Park & Pet-
rosian (1996).

3.1. setup of the simulation

We first generate a flaring event where both cooling and acceler-
ation processes act, in order to reproduce the typical SEDs and
lightcurves observed in HBLs. Then we follow the long-term
evolution under the e↵ects of radiative cooling and adiabatic ex-
pansion, setting a duration of the simulation long enough to fol-
low the particle evolution due to the expansion process. Both
for the flaring and log-term simulation, the time grid for the
solution of the FP equation is tuned to have a temporal mesh
at least two order of magnitude smaller then the shortest cool-
ing/acclearation time scale. We use an energy grid with 1500
points and 1  �  108. Since the total number of time steps
used in the FP numerical solution (Tsize) can be very large, a sub
sample of the time steps of the simulation (NUMS ET ) are stored
in arrays, and can be used to build both lightcurves and SEDs. In
the current simulation we have used NUMS ET = 200 for the flar-
ing stage, NUMS ET = 1000 for the long-term evolution, which
guarantee an adequate time sampling for lightcurves and spectral
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Fig. 3: Left panel: SEDs corresponding to the simulation of the flaring state, for the radiative region. The dashed green line
corresponds to the earliest of the SEDs stored by the code, the blue lines correspond to the period when the injection, acceleration,
and radiative process are active, and the red lines correspond to the period when only the radiative processes are active. The times
reported in the label are in the blob frame. Right panel: Same as in left panel, but for the electron energy distribution in the radiative
region.

ning of the expansion (B0 and R0). Hence, we only extrapolate
the evolution of B according to mB and R(t) from the beginning
of the expansion process. We adopte this approximation for the
current approach because we are mostly interested in the deter-
mination of the radio-� response in terms of delay and expan-
sion velocity, and are not interested in investigating the jet struc-
ture before the flaring site. Nevertheless, our model can be easily
generalised to a generic conical jet geometry simply by replac-
ing the temporal law R(t) in order to follow the jet cross-section
as a function of the jet opening angle and of the distance from
the BH, setting a scaling parameter z(t) = RH(t)/RH0, and then
expressing R(t) = R0z(t)mR , and B(t) = B0z(t)�mBmR , where the
expansion index of the jet mR is assumed to be 2 [0, 1]. In the
ballistic case (mR = 1, Kaiser 2006) the initial opening angle of
the jet will be given by tan ✓0 = R0/RH0, and will change with
z according to tan (✓(z)) = tan (✓0)(RH(t)/RH0)mR�1, i.e. will be
constant.

Both for the flaring and long-term (expansion) simulations,
the time grid for the solution of the FP equation is tuned to have a
temporal mesh at least two orders of magnitude smaller than the
shortest cooling and acceleration timescale. We use an energy
grid with 1500 points and 1  �  108. As the total number of
time steps used in the FP numerical solution (Tsize) can be very
large, a subsample of the time steps of the simulation (NUMS ET )
is stored in arrays, and can be used to build both light curves and
SEDs. In the current simulation, we use NUMS ET = 200 for the
flaring stage and NUMS ET 2 [1000, 5000] for the long-term evo-
lution, depending on the duration of the simulation. This guar-
antees an adequate time sampling for light curves and spectral
evolution. SEDs are computed from the stored electron distribu-
tions, and from the blob parameters (according to their tempo-
ral evolution). In our case, the blob variable parameters are the
source radius (R) and magnetic field (B), which evolve accord-
ing to Equations 1 and 2, respectively. Light curves are obtained
by integrating SEDs between two frequencies, or as monochro-
matic. The code o↵ers the possibility to convolve the light curves
with the light-crossing time. In the present analysis, we skip this
option because, as shown in section 2, the light-crossing time
is always shorter than the other competing timescales. This ap-

proximation used in the current approach will be removed in a
forthcoming paper, where it will be treated accurately. We also
decided to use a constant bulk Lorentz factor. We tested and ver-
ified that, for the current scope of the simulations, the di↵erence
between enabling and disabling the IC cooling is negligible, and
therefore to speed up the computational time we use only syn-
chrotron cooling for the radiative terms.

3.2. Flare simulation

To generate the flaring event, we use the JetTimeEvol config-
uration with a separated acceleration and radiative region. With
this configuration, particles are injected into the acceleration re-
gion (AR), and then di↵used toward the radiative region (RR)
for a timescale corresponding to the flare duration. We set the
parameters for the flaring stage in order to reproduce the typi-
cal SED of HBLs, according to Tramacere et al. (2011). We as-
sume that both radiative and first and second-order acceleration
processes, occur in the AR, whilst in the RR region, we only
take cooling processes into account. Particles are injected in the
AR with a quasi-monoenergetic distribution, normalised accord-
ing to Equation 19. This initial distribution evolves under the
e↵ect of radiative and accelerative mechanisms, leading to the
formation of a distribution with a low-energy power-law branch
that bends close to the equilibrium energy. The high-energy
branch exhibits a log-parabolic shape during the acceleration-
dominated stage, and approaches a relativistic Maxwellian cut-
o↵ at the equilibrium. The spectral index of the low-energy
power law is dictated by the ratio of the first-order accelera-
tion timescale to the escape time from the acceleration region,
whilst the curvature during the acceleration-dominated stage is
dictated by the momentum di↵usion term. The acceleration re-
gion is modelled as a cylindrical shell with a radius equal to
the radiative region, and we assume a ten times smaller width.
Particles leaving the acceleration region (shock front) enter the
radiative region with a rate derived for the escape probability
Pescape(�tmesh) = 1�exp�tmesh/Tesc (Park & Petrosian 1996), where
�tmesh is the temporal mesh for the numerical solution of the FP
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Fig. 3: Left panel: SEDs corresponding to the simulation of the flaring state, for the radiative region. The dashed green line
corresponds to the earliest of the SEDs stored by the code, the blue lines correspond to the period when the injection, acceleration,
and radiative process are active, and the red lines correspond to the period when only the radiative processes are active. The times
reported in the label are in the blob frame. Right panel: Same as in left panel, but for the electron energy distribution in the radiative
region.

ning of the expansion (B0 and R0). Hence, we only extrapolate
the evolution of B according to mB and R(t) from the beginning
of the expansion process. We adopte this approximation for the
current approach because we are mostly interested in the deter-
mination of the radio-� response in terms of delay and expan-
sion velocity, and are not interested in investigating the jet struc-
ture before the flaring site. Nevertheless, our model can be easily
generalised to a generic conical jet geometry simply by replac-
ing the temporal law R(t) in order to follow the jet cross-section
as a function of the jet opening angle and of the distance from
the BH, setting a scaling parameter z(t) = RH(t)/RH0, and then
expressing R(t) = R0z(t)mR , and B(t) = B0z(t)�mBmR , where the
expansion index of the jet mR is assumed to be 2 [0, 1]. In the
ballistic case (mR = 1, Kaiser 2006) the initial opening angle of
the jet will be given by tan ✓0 = R0/RH0, and will change with
z according to tan (✓(z)) = tan (✓0)(RH(t)/RH0)mR�1, i.e. will be
constant.

Both for the flaring and long-term (expansion) simulations,
the time grid for the solution of the FP equation is tuned to have a
temporal mesh at least two orders of magnitude smaller than the
shortest cooling and acceleration timescale. We use an energy
grid with 1500 points and 1  �  108. As the total number of
time steps used in the FP numerical solution (Tsize) can be very
large, a subsample of the time steps of the simulation (NUMS ET )
is stored in arrays, and can be used to build both light curves and
SEDs. In the current simulation, we use NUMS ET = 200 for the
flaring stage and NUMS ET 2 [1000, 5000] for the long-term evo-
lution, depending on the duration of the simulation. This guar-
antees an adequate time sampling for light curves and spectral
evolution. SEDs are computed from the stored electron distribu-
tions, and from the blob parameters (according to their tempo-
ral evolution). In our case, the blob variable parameters are the
source radius (R) and magnetic field (B), which evolve accord-
ing to Equations 1 and 2, respectively. Light curves are obtained
by integrating SEDs between two frequencies, or as monochro-
matic. The code o↵ers the possibility to convolve the light curves
with the light-crossing time. In the present analysis, we skip this
option because, as shown in section 2, the light-crossing time
is always shorter than the other competing timescales. This ap-

proximation used in the current approach will be removed in a
forthcoming paper, where it will be treated accurately. We also
decided to use a constant bulk Lorentz factor. We tested and ver-
ified that, for the current scope of the simulations, the di↵erence
between enabling and disabling the IC cooling is negligible, and
therefore to speed up the computational time we use only syn-
chrotron cooling for the radiative terms.

3.2. Flare simulation

To generate the flaring event, we use the JetTimeEvol config-
uration with a separated acceleration and radiative region. With
this configuration, particles are injected into the acceleration re-
gion (AR), and then di↵used toward the radiative region (RR)
for a timescale corresponding to the flare duration. We set the
parameters for the flaring stage in order to reproduce the typi-
cal SED of HBLs, according to Tramacere et al. (2011). We as-
sume that both radiative and first and second-order acceleration
processes, occur in the AR, whilst in the RR region, we only
take cooling processes into account. Particles are injected in the
AR with a quasi-monoenergetic distribution, normalised accord-
ing to Equation 19. This initial distribution evolves under the
e↵ect of radiative and accelerative mechanisms, leading to the
formation of a distribution with a low-energy power-law branch
that bends close to the equilibrium energy. The high-energy
branch exhibits a log-parabolic shape during the acceleration-
dominated stage, and approaches a relativistic Maxwellian cut-
o↵ at the equilibrium. The spectral index of the low-energy
power law is dictated by the ratio of the first-order accelera-
tion timescale to the escape time from the acceleration region,
whilst the curvature during the acceleration-dominated stage is
dictated by the momentum di↵usion term. The acceleration re-
gion is modelled as a cylindrical shell with a radius equal to
the radiative region, and we assume a ten times smaller width.
Particles leaving the acceleration region (shock front) enter the
radiative region with a rate derived for the escape probability
Pescape(�tmesh) = 1�exp�tmesh/Tesc (Park & Petrosian 1996), where
�tmesh is the temporal mesh for the numerical solution of the FP
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A. Tramacere et al.: Radio-�-ray response in blazars as a signature of adiabatic blob expansion

Fig. 4: Comparison of non-expanding (right panels) vs expanding (left panels) for �exp = 0.1. The top panels show the evolution of
the SEDs after the flaring stage, where the blue colour indicates to the non/pre-expansion case, and orange indicates the expansion.
The second row of panels shows the evolution of the flux density (F⌫). The three bottom panels show the merged light curves of both
the flaring and the long-term simulation in the Fermi-LAT band, and at 5 and 40 GHz. The red dashed lines mark the light-curve
segment belonging to the flaring stage and the orange vertical dashed lines mark the beginning of the expansion.

equation. The radiative region is modelled with a spherical ge-
ometry, where only the cooling processes are active and where
we assume that particles are confined (Tesc � Duration). The po-
sition along the jet of the flaring region is placed at RH0 = 1017

cm. Particles are injected and accelerated in the AR for a dura-
tion equal to Duration acc. and equal to Duration inj., respec-
tively. The total time-span of the flare simulation is given by the
parameter Duration. The parameters for the acceleration and ra-
diative region are reported in Table 1.

3.3. Long-term simulation of the expanding radiative region

The long-term simulation is an extension of the flaring event
over a longer timescale, only for the RR, and without injection
or particle escape. The duration of the simulation for the long-
term evolution is estimated according to Tlong = �t⌫SSA(0)!⌫SSA(t)+

10 tdecay. We set the expansion time texp = 107 s, and we evaluate
ten realizations of the process, with �exp evaluated on a ten-point
logarithmic grid [0.001, 0.3] to evaluate the trends as a func-
tion of �exp. We realise a further simulation with �exp = 0.1 to
investigate the trends as a function of the radio frequency. The
parameters for the acceleration and radiative region are reported
in Table 2. We stress that the initial position of the flaring region
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JetSeT MQ plugin: Best fit model
Rodi,Tramacere+ ApJ2020

The MAXI J1820 + 0707 outburst 9

Best fit model parameters

model name par. name units best fit value error starting value fit boundaries frozen

CompHump Ehump keV 19.7 0.1 30 [ 15 ; 35] False

” �hump -1.33 0.01 -1.00 [ -2 ; 2] False

” Khump 2⇥ 10�4 2⇥ 10�6 1⇥ 10�41 [ 5⇥ 10�5 ; 2⇥ 10�4] False

” ↵hump 1 True

DiskIrrComp TDisk K 2.611⇥ 106 5 2.6⇥ 106 [ 0 ; – ] False

” LDisk erg s�1 2⇥ 1037 2⇥ 1032 2⇥ 1037 [ 1⇥ 1036 ; 1⇥ 1039] False

” ✓ deg 54 1 60 [ 50 ; 70 ] False

” rout 2.6⇥ 103 70 1⇥ 103 [ 1 ; – ] False

” rirr 1.1 True

” �Comp 1.48 0.02 1.5 [ 1.3 ; 1.9 ] False

” ↵Comp 0.90 0.01 1.0 [ - ; - ] False

” EComp keV 97 2 100 [ 20 ; 200 ] False

” Lratio
Comp 1.11 0.02 1 [ 0 ; – ] False

” fin 0.1 True

” fout 7.1⇥ 10�3 1⇥ 10�4 0.03 [ 0 ; – ] False

JetAcc Ne,acc cm�3 1.12⇥ 1009 1 [0 ; – ] False

” s 0.97 0.02 1.0 [ -10 ; 10 ] False

” �cut 81 1 90 [ 1 ; 1⇥ 109] False

” Racc cm 5.16⇥ 1010 10 5.16⇥ 1010 False

” zacc cm 5.16⇥ 1011 False

” Bacc G 1081.5 0.03 1082 [ 800 ; 1200 ] False

” ✓jet deg 63 True

” �jet 2.19 True

RadioJet zfracinj 0.801 0.005 1.0 [ 0.5 ; 1 ] False

” Nfrac 1 True

” Kstart
R 1 True

” Kstop
R 3500 False

” mjet 0.908 0.001 1.00 False

the Comptonization of the outer disk is included in the
irradiated disk.
For the JetAcc model, we fix ✓jet = 63�, �jet = 2.19,

we put a relative bound of +/- 0.2 centered on the pa-
rameters values derived in the previous section, Racc =
7.13 ⇥ 1010 cm, zacc = 7.13 ⇥ 1011 cm, and Bacc = 750
G, and we leave free the parameters for the electron dis-
tribution.
The initial setup of the parameters of the RadioJet

is more complex and we need to take into account the
physical connection with the acceleration region. The
most important e↵ect is due to the evolution of �cut. At
this regard we note that, even though the spectrum of
the acceleration region is modeled as a single region, due
to the strong self-absorption, the actual site of particle
injection might extend down to zinj < zstart

acc
, where we

parametrise zinj as zinj = zfrac
inj

zstar
acc

. This e↵ect plays
a crucial role, indeed, as already discussed in Kaiser
(2006) and Pe’er & Casella (2009a), the combination
of synchrotron cooling and jet expansion will result in

asymptotic value of �cut(t), that can naturally explain
the flat radio spectrum without the need to introduce
significant particle re-acceleration in the radio jet. We
follow the approach reported in Pe’er & Casella (2009a),
in the case of negligible adiabatic cooling, and we set
mradio

B
= mradio

R
= mjet The particle cut-o↵ evolution

in the radio jet will evolve according to (Kaiser 2006):

�cut(t) =
�cut

1 + �TB02

6mec⇡(f)
�cutt

1�f

0 (tf � tf
inj

)
(11)

where f = 1 � 2mjet, and t0 = z0/�jetc�jet, tinj =
zinj/�jetc�jet and t = z/�jetc�jet, are the comoving

time scales. We set a starting value of zfrac
inj

= 1.0 and
we set the fit boundaries to [0.8,1.2].
Another e↵ect to take into account is the fact that

for z > zacc the structure of the jet could change, for
this reason we leave free the parameters mjet with a fit
boundary of [0.8,1.2].
The the density of emitters at the base of the

RadioJet, is bound to be equal to the density of emit-
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JetSeT Short term: new features in version 1.3.x 

• Updated EBL models (Dominguez+23, Saldana-Lopez+21) 

• C threads (speed up more effective compare to python threads, at least 3x!) 

• optical depth (BLR, DT, and generic fields) 

• bulk Compton emissions 

• Synchrotron polarization (one region and multi-region, stochastic model with a dedicated plugin) 

• Improved serialization (removed pickle issues, e.g. astropy, numba etc…) 

• 3ML plugin 

• GRB plugin 

• p-gamma emission (following Kelner&Aharonian 2008, in collaboration with Ankur Sharma) 

in progress…



JetSeT Short term: new features in version 1.3.x 
• Extended plugins for Galactic objects (this can be fully user implemented/modified): 

reproduction of MAGIC paper  Nature Astronomy, Volume 6, p. 689-697

MAGIC paper 
nova RS Ophiuchi jetset



JetSeT Short term: new features in version 1.3.x 
• Extended plugins for Galactic objects (this can be fully user implemented/modified): 

reproduction of MAGIC paper  Nature Astronomy, Volume 6, p. 689-697



JetSeT Mid term: v2.x.x

• Transition form C to C++. Already working minimal 
version. 



JetSeT Documentation



JetSeT Documentation

• The documentation leads users to non-black-box usage 

• extensive theory background added here

https://jetset.readthedocs.io/en/latest/user_guide/documentation_notebooks/phen_constr/SSC_th_bkg.html


JetSeT Some recent scientific results



JetSeT hadronic pp model

• pp MW model fitting (iminuit plugin) with temporal evolution of secondaries  

• both and gamma and neutrino emission 



JetSeT MAGIC paper I

SED Model  fitting  Time-evolved 
model fitting 



JetSeT MAGIC paper II

Leptonic modeling  (Jetset and  Naima), and comparison with 
leptohadronic codes (LeHa and Soaprano) 



JetSeT



JetSeT Conclusions

• So far Jetset is a successful project 

• Used for publications by large collaboration and small group os scientists, for 
teaching and PhD/Master thesis 

• Great fun in turning a personal code (start date Nov. 2000 for my master thesis) 
into an open source project used by the community

Pro



JetSeT Conclusions

• Time consuming (coding, CI/CD, documentation…) 

• So far the project was developed only by me, but contributors are super welcome 
(thanks Ankur for being the first active contributors!) 

• Overlapping! As of today, we have plenty of code, with plenty of overlapping 
features

Cons



JetSeT Conclusions

• Would be great to turn (at leas a fraction) of the active projects into a single effort 
(a la astropy), combining the strength of different codes 

• In particular building basic blocks with a flexible interface (in python), and strong 
underlying C/C++ engine 

• leaving to the user the capability to customize their final models 

The future: a collaborative effort!


