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FIG. 8. Ingredients in the auto-correlation-based least-
squares test as described in (26). The two panels show the
SNR time series near a simulated signal in Initial LIGO data
(black) along with the predicted SNR computed from the tem-
plate autocorrelation. Subtracting these two time series and
integrating their squared magnitude provides a signal consis-
tency test, ⇠2, at the time of a given trigger that can be used
to reject non-stationary noise transients.

the detectors. However, taking into account such fluctu-
ations requires detailed knowledge of the metric on the
signal manifold [51], which may not be easily available.
Furthermore, the exact match restriction suppresses the
noise and drastically simplifies the pipeline.

E. Event Ranking

Each trigger from each detector has independently
computed ⇢, ⇠

2, and tp values. After coincidences are
formed, it is necessary to rank the coincident events from
least likely to be a signal to most likely to be a signal and
to assign a significance to each. The GstLAL-based in-
spiral pipeline uses the likelihood-ratio statistic described
in [27] to rank coincident events by their SNR, ⇠

2, the
instantaneous sensitivity of each detector (expressed as
the horizon distance, {DH1, DL1}), and the detectors in-
volved in the coincidence (expressed as the set {H1, L1}).
For the case where only the aLIGO observatories H1
and L1 are participating, the likelihood ratio of an event
found in coincidence is defined as
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, (29)

where ✓̄ is a label corresponding to the template bank
bin being matched-filtered (Sec. II D). The numerator
and denominator are factored into products of several
terms in [27], assuming that the noise distributions for
each interferometer are independent of each other. The
computation of each term in the factored numerator and
denominator is discussed in detail in [27]; in this paper,
we will give only a short summary of the denominator.
The denominator is factored such that

P
�
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2
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2

L1
| ✓̄, noise

�
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Y

inst2{H1,L1}

P (⇢inst, ⇠
2

inst
| ✓̄, noise). (30)

The detection statistics ⇢ and ⇠
2 from non-coincident

triggers are used to populate histograms for each de-
tector, which are then normalized and smoothed by a
Gaussian smoothing kernel to approximate P (⇢inst, ⇠

2

inst
|

✓̄, noise). Running in the low-latency operation mode re-
quires a burn-in period until the analysis collects enough
non-coincident triggers to construct an accurate estimate
of the (⇢, ⇠

2) PDFs. Neither operation mode tracks time


