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Figure 2.3.: Dominant Feynman graph at tree-level with photon emission from the up
quark [5].

description of the underlying theory of the decay can be found in Reference [6]
and is presented in the following. The amplitude of the decay can be written in
terms of the fields of the involved particles as
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where GF denotes the Fermi coupling constant and “
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5 denote gamma
matrices. The double di�erential decay rate of the lepton and photon energy
depending on the vector FV and the axial-vector FA form factor can be determined
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with the parameterization xi = 2Ei/mB with (i = “, ‹, ¸) and the mass mB of the
B meson. By integrating over the possible range of lepton energies, the single
di�erential decay rate can be written as
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How : Exploit experimental signature
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Missing Energy

High energy photon

Why : Access to  and also in principle  λB |Vub |

Challenges

Other processes do as well, e.g.  ; need good PIDB → Xuℓν̄ℓ

Need information about rest of event (ROE)

Need good neutrals reconstruction, focus on Eγ > 1 GeV

Other considerations: low BF ~ 10-6 

B → [π0 → ]γγℓν̄ℓImportant Backgrounds : B → [η → ]γγℓν̄ℓ

Search uses full Belle data set of 711/fb, will talk a bit about Belle II prospects later
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However, as pointed out in Reference [16, p.114f] the approach is not fully model-
independent, since the reconstruction e�ciencies and other selection variables
depend indirectly on the signal model. The authors found upper limits at 90%
C.L. of B(B+

æ e
+

‹e“) < 17 ◊ 10≠6, B(B+
æ µ

+
‹µ“) < 24 ◊ 10≠6 and combined

B(B+
æ ¸

+
‹¸“) < 15.6 ◊ 10≠6. Supplementary, the authors give an upper limit

on the partial branching fraction of �B(B+
æ ¸

+
‹¸“) < 14 ◊ 10≠6 for a cut on

the photon energy of E“ > 1 GeV. The authors of Reference [6] revisited the
analysis for the partial branching fraction measurement and found a limit on the
first inverse momentum of the LCDA of the B meson of ⁄B > 115 MeV.
The Belle collaboration published a search in 2015 which was performed on the
full Belle data set of 772 ◊ 106 BB̄ pairs [1]. A partial branching fraction was
measured for two di�erent cuts on the signal-side photon of E“ > 0.4 GeV and
E“ > 1 GeV. The second B meson was hadronically tagged. The analysis was
able to set the most stringent upper limits on the partial branching fraction. For
the E“ > 1 GeV case upper limits at 90% C.L. of �B(B+

æ e
+

‹e“) < 6.1 ◊ 10≠6,
�B(B+

æ µ
+

‹µ“) < 3.4 ◊ 10≠6 and �B(B+
æ ¸

+
‹¸“) < 3.5 ◊ 10≠6 were found.

The lower limit at 90% C.L. of the first inverse moment of the LCDA of the B
meson was improved to ⁄B > 238 MeV. The aim of this thesis is to improve on
this Belle result.

Table 2.3.: Overview of previous searches for the B+
æ ¸+‹¸“ decay.

Experiment Data set
1
fb≠1

2
Limit 90% C.L.

1
10≠6

2
Comment

CLEO (1997) [15] 2.5 B(B+
æ e+‹e“) < 52 –

B(B+
æ µ+‹µ“) < 200 –

BaBar (2009) [2] 423 B(B+
æ e+‹e“) < 17

Z
_̂

_\
model-independentB(B+

æ µ+‹µ“) < 24
B(B+

æ ¸+‹¸“) < 15.6
�B(B+

æ ¸+‹¸“) < 14 with E“ > 1 GeV
Belle (2015) [1] 711 �B(B+

æ e+‹e“) < 6.1
Z
_̂

_\
with E“ > 1 GeV�B(B+

æ µ+‹µ“) < 3.4
�B(B+

æ ¸+‹¸“) < 3.5

Status before this Measurement 

8 Leptonic and Semileptonic B Decays

Fig. 68: Dependence of the theoretical prediction for the partial branching fraction �B(B+ !
`+⌫`�) on the value of the QCD factorisation parameter �B for two signal photon selection

criteria: the threshold with lower theoretical uncertainties E� > 1.7 GeV (lower, dashed);

and the threshold E� > 1.0 GeV which yields a significantly higher e�ciency [246].

Table 45: Expected signal yields determined with Belle MC for the new analysis using the

signal-specific FEI in basf2 (NNew). The values are compared to the expected yields in the

published Belle analysis (NPublished) [247]. Both MC studies assume a partial branching

fraction of �B(B+ ! `+⌫`�) = 5.0 ⇥ 10�6, to enable a comparison of the expected yields

with the di↵erent analysis frameworks.

.

B+ ! e+⌫e� B+ ! µ+⌫µ� Combined

NNew 24.8 25.7 50.5

NPublished 8.0 8.7 16.5

in the basf2 framework, where the signal-specific FEI is employed (Sec. 6.6). To enable a

comparison of the two analysis methods, the expected yield (determined from MC with a

partial branching fraction of �B(B+ ! `+⌫`�) = 5.0 ⇥ 10�6) for both methods is displayed

in Table 45. The new tagging algorithm results in three times the expected signal yield with

the same dataset. The yield is extracted from a simultaneous fit to the squared missing mass

distributions of the electron and muon channels. The results for the improved analysis are

shown in Fig. 69.

Further constraints on the energy of the neutrino would enable the experimental examina-

tion of the di↵erence between the axial and vector form factor, and thus the impact of the

power-suppressed contributions to the decay width [223]. However, the selection required

for this study—the neutrino has to receive the majority of the B meson’s energy—reduces

the statistics significantly, rendering it unfeasible with the Belle dataset. However, with the

large Belle II dataset, this aspect of the decay will also be addressed.

165/688

New analysis strategy : factor 
~ 3 higher signal efficiency 



18 3.2. The Belle Detector

Figure 3.3.: Front view of the Belle detector. Adapted from [23].

3.2.1 The Belle II Experiment

The Belle II detector has to handle increased beam background rates caused by
the higher luminosity. A completely new vertex detector was designed, consisting
of a pixel detector (PXD) and a silicon strip detector. Due to a reduced beam pipe
radius, it can be placed closer to the IP. The PXD comprises two layers of depleted
field e�ect transistors, which can cope with an estimated beam background rate
30 times higher than what was observed with Belle [24, Chapter 5]. The SVD
consists of four layers of double-sided silicon strip detectors. The performance of
the vertexing is expected to be comparable or better than at Belle. The CDC
follows mostly the design of its predecessor. Besides faster read-out electronics the
size of the CDC was increased, whereas the drift cell size was decreased. Although
the CDC su�ers under 20 times higher expected beam background, an improved
e�ciency can be expected due to better tracking software. The PID system is
represented by a Time-Of-Propagation counter (TOP) in the barrel region and an
Aerogel Ring-Imaging Cherenkov detector (ARICH) in the forward region. The
TOP consists of silica radiator bars with photomultipliers to measure Cherenkov
light. The ARICH consists of two aerogel layers with di�erent refractive indices.
For the ECL the barrel part is reused — pure cesium iodide crystals are used in
the end caps. The readout electronics are replaced. The KLM is further upgraded
with scintillator strips in the end cap region to cope with the higher backgrounds.
More information about the Belle II design can be found in Reference [24].

3.2. The Belle Detector 17

iron layers had 3.9 interaction lengths to form a hadron shower from a K0

L.
However, due to fluctuations of the shower size, no reliable measurement
of the K0

L energy was possible. The smaller deflections of muons allowed
to separate them from K0

L. With the end caps the angular coverage was
20¶

< ◊ < 155¶

Solenoid A 1.5 T magnetic field was created parallel to the beam axis by a super-
conducting solenoid, located between the ECL and the KLM. The iron plates
of the KLM were used as return yoke for the magnetic flux.

Trigger The trigger system was divided into the Level-1 hardware trigger and
the Level-3 software trigger. The di�erent sub-detectors gave information
on measured tracks and deposited energy to a global decision logic (GDL).
Based on this information the GDL decided on di�erent events types, e.g.
hadronic or two photon events.

Figure 3.2.: Schematic side view of the Belle detector. The z-axis points along the opposite
direction of the e+ beam. Adapted from [23].

Belle accumulated significant data set on 
the . 


Detector has near  coverage, fine EM 
calorimeter & PID capabilities 
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32 5.2. Event Reconstruction

Figure 5.1.: Exemplary event display of a simulated B+
æ e+‹e“ event. Reconstructed

tracks and ECL clusters are depicted as blue curved lines and red boxes,
respectively. The SVD is located in the innermost ring, the middle and outer
rings are support structures of the TOP and the ECL.

5.2.1 Event Selection

Prior to the event reconstruction, some basic cuts are applied to remove background
events. Beam induced background and two-photon events are reduced with a
default skim for hadronic events known as HadronBJ skim [23, p.52]. At least three
tracks originating from the IP (|�r| < 2 cm and |�z| < 4 cm) with a transverse
momentum pT of more than 0.1 GeV are required. The visible energy in the
event, calculated as the sum of the energies of tracks and photons, must be larger
than 20% of the center-of-mass energy ECMS. For more information the reader is
referred to the aforementioned reference.
To remove curling tracks a cut of |�r| < 2 cm and |�z| < 4 cm is applied on
charged tracks. For each event a maximum of twelve tracks is allowed, whereof
only one is used for the signal-side reconstruction. Figure 5.2 shows the number of
tracks for di�erent MC samples after the signal selection without the cut applied.
In addition, cuts on the energy of reconstructed photons are applied, depending on
the region of the corresponding clusters in the ECL. For the forward (backward)
end cap cuts of E“ > 100 MeV (E“ > 150 MeV) are used, whereas in the barrel
region E“ > 50 MeV is required. These cuts are referred to as the goodGamma

cuts and are the default in most Belle analyses. All cuts applied on event selection
stage can be found in Table 5.2.

e+

e−

Υ(4S)

B

B

x

y

z
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SVD
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A simulated   Event in the Belle DetectorB → ℓν̄ℓγ
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24 4.4. Tagging
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Figure 4.2.: Illustration of signal- and tag-side of a �(4S) event. The green ellipse indicates
the ROE with respect to the Bsig candidate. It contains all final state particles
which are not used for the Bsig reconstruction.

bottom-up approach, depicted in Figure 4.3. It can be used for the reconstruction
of charged and neutral B mesons in semileptonic and hadronic decay channels.
Currently only decay modes of the �(4S) resonance are supported, but in principle
the FEI can be easily extended to higher or lower resonances. In the following, a
short description of the algorithm is given. For more details the user is referred to
the aforementioned references.
The FEI algorithm is structured into stages, following the decay chain of the
B meson, starting at the final state particles. At each stage several modules
take care of the reconstruction, e.g. by combining particles from previous stages,
applying vertex fits and selection cuts. Gradient-boosted decision trees (BDTs) are
utilized as multivariate classifiers to separate signal from background candidates
and reduce combinatorics [40]. The classifiers assign a signal probability to each
candidate, based on variables calculated on the candidates, e.g. the invariant mass
and the signal probability of previous stages relevant for the recombined particle.
At the final stage, it is up to the analyst to apply a cut on the tagging probability
PFEI of the reconstructed Btag candidates to obtain a sample with the desired
purity. The cut has to be chosen as a compromise between the required purity and
the tagging e�ciency. In most cases, the analyst is interested in a high tag-side
e�ciency, corresponding to a very loose cut on PFEI. The di�erent stages are
structured as:

Stage 0 Collection of final state particles reconstructed from clusters and tracks.

Stage 1 Reconstruction of fi
0 and J/Â candidates.

Stage 2 Reconstruction of K0

S candidates.

Reconstruct

Photon and Lepton

1.
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5.2.5 Continuum Suppression

One of the main backgrounds in the analysis originates from continuum events.
As noted above, the background is caused by non-resonant e+e≠

æ qq where
q denotes a light quark. Continuum events exhibit a di�erent event structure
compared to BB̄ events due to the underlying kinematics. The light qq pair
moves back-to-back with large momentum, leading to two jets. In contrast, BB̄
pairs decay more isotropically, since they are almost produced at rest in the
center-of-mass system. The situation is depicted in Figure 5.4.

Figure 5.4.: Event topology of a BB̄ (left) and a continuum (right) event. The latter
shows a jet-like distribution due to the high momentum of the quark pair.
Adapted from [44].

A set of variables describing the event topology can be exploited to identify and
suppress continuum events:

TB, TROE The magnitude of the thrust of the Bsig candidate and the ROE,
respectively. The thrust T is calculated from the momenta p̨i of the final
state particles as

T =
qN

i |T̨ p̨i|
qN

i |p̨i|
, (5.3)

where T̨ denotes the direction of the maximal total momentum.

cos ◊B,z, cos ◊B,ROE The angle between the thrust axis of the daughter particles
of the Bsig candidate and the z-axis and the ROE, respectively. As stated
above, continuum events are more jet-like and so large angles are expected
between the Bsig candidate and its ROE. The distribution is uniform for BB̄
events.

R2 To characterize the event shape by energy and momentum flow in the event
the so-called Fox-Wolfram Moments were developed [45]. The moments are
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The signal yield is extracted by making use of the squared missing mass M
2

miss

variable calculated as

M
2

miss = (pBsig
≠ p¸ ≠ p“ )2

=
Q

a

Q

a
ECMS

2c

≠p̨Btag

R

b ≠ p¸ ≠ p“

R

b
2

,

(5.2)

where pBsig
, p¸ and p“ denote the four-momenta of the Bsig, lepton and photon

candidates, respectively. The four-momentum of the Bsig candidate can be replaced
by the four-momentum of the Btag candidate with opposite sign for the momentum
component, since the BB̄ pair is produced back-to-back in the center-of-mass frame.
The energy of the Btag candidate can be replaced by half of the center-of-mass
energy. Since the neutrino is massless, M

2

miss peaks around zero for correctly
reconstructed signal events.
To further reject background events the signal-side photon (in the B+

æ ¸
+

‹¸“

sample) and the daughter photons of the fi
0 candidate (in the B+

æ fi
0
¸
+

‹¸ sample)
are required to have E9E25“ > 0.9. Assuming that the event has been correctly
reconstructed, no charged tracks should remain. Hence, no additional tracks are
allowed after the �(4S) reconstruction. The extra energy EECL, defined as the
sum of the energy deposited in the ECL clusters not used for event reconstruction,
has to be lower than 0.9 GeV. The extra energy should be zero if no additional
background contributes and the �(4S) was correctly reconstructed as no photons
are left.

Table 5.5.: Cuts applied on the �(4S) reconstruction stage for both samples.

Variable Cut
M œ [7.5, 10.5] GeV
�E œ [≠0.15, 0.1] GeV
Mbc œ [5.27, 5.29] GeV
EECL Æ 0.9 GeV
M2

miss œ (≠1.5, 3.0) GeV2

E9E25“ > 0.9
PFEI > 0.01
Remaining Ntracks = 0

7. Fit and discover or set limits

Signal

other 
Backgrounds

M2
miss

M2
miss ≃ m2

ν = 0 GeV2

Peaking 
Background

3.

4.

5.
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≃ m2
ν
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Figure 4.3.: Illustration of the bottom-up approach of the FEI. The graph depicts possible
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Stage 3 Reconstruction of D candidates.

Stage 4 Reconstruction of Dú candidates.

Stage 5 Reconstruction of B candidates.

The individual BDTs of the various stages have to be trained in consecutive order
on simulated MC events. Individual reconstruction channels are discarded if
no reasonable training is possible because of an insu�cient number of signal or
background events. Due to the large amount of possible decay channels of the B
meson and the (relatively) low branching fractions of the individual channels, the
training process requires a large amount of MC events (≥ O(107)). The training
takes several days until the classifiers at all stages are trained.
The application of the FEI is fairly easy for the analyst: a path (containing all
modules of the trained FEI) has to be added to the analyst’s path, providing a
ParticleList with Btag candidates with an assigned PFEI. These candidates can
be used in the following analysis steps.
Although the FEI was developed for the Belle II experiment, it has been adapted
to be used for converted Belle MC and data. This allows for a comparison to its
predecessor algorithm used within BASF, the so-called Full Reconstruction (FR)
[41]. The FEI shows an improved performance over the FR. This is, amongst other
reasons, due to improved classifiers, the internally applied best-candidate selection
and the inclusion of additional tag channels. A comparison of both algorithms
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The individual BDTs of the various stages have to be trained in consecutive order
on simulated MC events. Individual reconstruction channels are discarded if
no reasonable training is possible because of an insu�cient number of signal or
background events. Due to the large amount of possible decay channels of the B
meson and the (relatively) low branching fractions of the individual channels, the
training process requires a large amount of MC events (≥ O(107)). The training
takes several days until the classifiers at all stages are trained.
The application of the FEI is fairly easy for the analyst: a path (containing all
modules of the trained FEI) has to be added to the analyst’s path, providing a
ParticleList with Btag candidates with an assigned PFEI. These candidates can
be used in the following analysis steps.
Although the FEI was developed for the Belle II experiment, it has been adapted
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can be seen in Figure 4.4. The graphs show the purity and tag-side e�ciency for
charged hadronically reconstructed Btag candidates for di�erent cuts on the tag
probability.

Figure 4.4.: Dependence of the tag-side e�ciency and the purity of hadronically recon-
structed Btag candidates. Di�erent cuts on the tagging probability of the Belle
(FR, blue line) and Belle II (generic FEI, red line) algorithm were applied.
Adapted from [39].

4.4.3 The Signal-specific FEI

The FEI allows for two di�erent modes, referred to as the generic and signal-

specific FEI. Both implementations are based on the same reconstruction steps.
The generic FEI is trained on the whole �(4S) event and follows the traditional
approach of the FR. Once trained, the generic FEI can be used for many di�erent
signal channels. In contrast, the signal-specific FEI is trained after the signal-side
reconstruction, namely on the ROE of the Bsig candidate. The training has to
be done specifically for each analysis. The advantage lies in the training on
analysis-specific backgrounds, which occur through wrongly reconstructed signal-
side candidates. After a correct reconstruction of the Btag candidate no final state
particles are left in the event. The event topology can be taken into account since
the classifiers are trained on the tag-side of a specific signal decay.
The di�erent performance of the specific and the generic FEI evaluated on B+

æ

¸
+

‹¸“ signal MC can be seen in Table 4.1. More information on the reconstruction
process can be found in Chapter 5. As expected, the signal-specific FEI yields for
a higher reconstruction e�ciency of about 0.3%.

Algorithm beats previous multivariate algorithm, 
especially using low purity modes in terms of efficiency

Output : Single classifier output that quantifies the quality 
of the tag-candidate

Challenge : Calibration of efficiencies
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Figure 4.2.: Illustration of signal- and tag-side of a �(4S) event. The green ellipse indicates
the ROE with respect to the Bsig candidate. It contains all final state particles
which are not used for the Bsig reconstruction.

bottom-up approach, depicted in Figure 4.3. It can be used for the reconstruction
of charged and neutral B mesons in semileptonic and hadronic decay channels.
Currently only decay modes of the �(4S) resonance are supported, but in principle
the FEI can be easily extended to higher or lower resonances. In the following, a
short description of the algorithm is given. For more details the user is referred to
the aforementioned references.
The FEI algorithm is structured into stages, following the decay chain of the
B meson, starting at the final state particles. At each stage several modules
take care of the reconstruction, e.g. by combining particles from previous stages,
applying vertex fits and selection cuts. Gradient-boosted decision trees (BDTs) are
utilized as multivariate classifiers to separate signal from background candidates
and reduce combinatorics [40]. The classifiers assign a signal probability to each
candidate, based on variables calculated on the candidates, e.g. the invariant mass
and the signal probability of previous stages relevant for the recombined particle.
At the final stage, it is up to the analyst to apply a cut on the tagging probability
PFEI of the reconstructed Btag candidates to obtain a sample with the desired
purity. The cut has to be chosen as a compromise between the required purity and
the tagging e�ciency. In most cases, the analyst is interested in a high tag-side
e�ciency, corresponding to a very loose cut on PFEI. The di�erent stages are
structured as:

Stage 0 Collection of final state particles reconstructed from clusters and tracks.

Stage 1 Reconstruction of fi
0 and J/Â candidates.

Stage 2 Reconstruction of K0

S candidates.
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Figure 5.2.: Number of tracks with |�r| < 2 cm and |�z| < 4 cm per event. Only the
background samples are stacked in the histogram. The signal and peaking
background samples have on average less tracks, due to only one track on the
signal-side.

5.2.2 Signal-side Selection

Lepton candidates are required to have a lepton identification (LID) variable
of larger than 0.8. Due to theoretical considerations on the B+

æ ¸
+

‹¸“ decay
(see Section 2.2) only high-energetic photons are selected with E“ > 1.0 GeV.
Bremsstrahlung can decrease the resolution of the fit variable M

2

miss for the electron
final state. Hence, for each electron candidate the four-vector of a photon within
a cone of 5.0¶ and an energy of less then 1.0 GeV is added to the four-vector, see
Section 4.3 for more details. A loose mass cut of MB œ (1.0, 6.0) GeV is applied
to remove combinatorial background in the Bsig reconstruction.
Similar cuts are applied for the dedicated B+

æ fi
0
¸
+

‹¸ sample. The signal-side is
reconstructed by replacing the photon by a fi

0 candidate in the selection. A cut
on the lepton momentum and the pion mass is applied. The cuts are shown in
Table 5.3.

Usually train the FEI using generic MC (using  decays into every final state)Υ(4S) → BB

Here we exploit the above and produce a specific training to boost the efficiency
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Table 4.1.: Comparison of the reconstruction e�ciency between generic and signal-specific
FEI, measured on 106 signal MC events for both final states. The best-
candidate selection and all final cuts were applied, except for the cuts on
the FEI probability, continuum and peaking background suppression (see
Chapter 5). The numbers include the tag- and signal-side reconstruction.

Tagging algorithm Reconstructed �(4S) candidates (%)
Electron Muon

Generic FEI 1.50 1.63
Signal-specific FEI 1.80 1.95

Furthermore, significantly less CPU time is required during the application of
the specific FEI. The algorithm runs only if a suitable signal candidate was
reconstructed and only on a ROE, i.e. a sub-set of the final state particles. This is
advantageous if the number of signal-side candidates (and hence the number of
ROEs) is low. For signal channels of high candidate multiplicity the generic FEI
is more beneficial.
Due to the signal reconstruction beforehand, roughly one order of magnitude
more events are required for the training procedure. The classifiers are trained
on MC with signal, charged and neutral B decays (see Section 5.1 for a detailed
description of the MC samples). For the signal MC (but not for the remaining
samples) a correctly reconstructed signal-side is required in training process.
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candidate per event is found, choosing the candidate with the highest tagging
probability PFEI. The cuts applied to the B+

æ ¸
+

‹¸“ and B+
æ fi

0
¸
+

‹¸ samples
are listed in Table 5.5; including cuts on the invariant mass M of the �(4S)
candidate, the energy di�erence �E between the Btag candidate and the beam
energy and the beam-constrained mass Mbc of the Btag candidate. In addition,
a cut on the angle between the signal-side photon and the missing momentum
of cos(◊‹“) > ≠0.9 is required for the B+

æ ¸
+

‹¸“ sample to remove continuum
events [16, p. 43].
In Chapter 7 it is described that the o�-resonance sample is dominated by non-
resonant background events at very low values of PFEI. This background is removed
by a moderate cut on the tagging probability of PFEI > 0.01 with reasonable signal
e�ciency loss, see Table 5.6. The distribution of PFEI for the signal and background
MC samples after the selection is shown in Figure 5.3. As expected, most of the
background events can be found in the lower PFEI region, since it is more challenging
to reconstruct a reasonable Btag candidate with a high tagging probability. The
region of larger PFEI values is mainly populated by signal and peaking background
events mimicking the signal.

Figure 5.3.: Distribution of the tagging probability for the B+
æ ¸+‹¸“ sample.
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Figure 4.3.: Illustration of the bottom-up approach of the FEI. The graph depicts possible
connections between the individual stages to reconstruct Btag candidates in
di�erent tag channels. Adapted from [39].

Stage 3 Reconstruction of D candidates.

Stage 4 Reconstruction of Dú candidates.

Stage 5 Reconstruction of B candidates.

The individual BDTs of the various stages have to be trained in consecutive order
on simulated MC events. Individual reconstruction channels are discarded if
no reasonable training is possible because of an insu�cient number of signal or
background events. Due to the large amount of possible decay channels of the B
meson and the (relatively) low branching fractions of the individual channels, the
training process requires a large amount of MC events (≥ O(107)). The training
takes several days until the classifiers at all stages are trained.
The application of the FEI is fairly easy for the analyst: a path (containing all
modules of the trained FEI) has to be added to the analyst’s path, providing a
ParticleList with Btag candidates with an assigned PFEI. These candidates can
be used in the following analysis steps.
Although the FEI was developed for the Belle II experiment, it has been adapted
to be used for converted Belle MC and data. This allows for a comparison to its
predecessor algorithm used within BASF, the so-called Full Reconstruction (FR)
[41]. The FEI shows an improved performance over the FR. This is, amongst other
reasons, due to improved classifiers, the internally applied best-candidate selection
and the inclusion of additional tag channels. A comparison of both algorithms
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Table 5.2.: Cuts applied on the event selection stage.

Variable Cut
HadronBJ skim see text
goodGamma see text
|�r| < 2 cm
|�z| < 4 cm
Ntracks Æ 12

Table 5.3.: Cuts applied on the signal-side reconstruction stage.

Sample Variable Cut
B+

æ ¸+‹¸“ eID > 0.8
muID > 0.8
E“ > 1.0 GeV
MB œ (1.0, 6.0) GeV

B+
æ fi0¸+‹¸ eID > 0.8

muID > 0.8
p¸ Ø 300 MeV
M

fi
0 œ (115, 152) MeV

MB œ (1.0, 6.0) GeV

5.2.3 Tag-side Reconstruction

The Btag candidate is reconstructed by the B-tagging algorithm. As mentioned be-
fore, the signal-specific FEI is used which is explicitly trained for the B+

æ ¸
+

‹¸“

decay. Before reconstructing the tag-side, the corresponding ROE is cleaned up.
Photon candidates must have a cluster ratio of E9E25 > 0.9, calculated as a
ratio of energies of the 3 ◊ 3 to 5 ◊ 5 CsI(Tl) crystals with the maximal energy
deposition. This variable is a good indicator of the ECL shower shape, where
values near 1.0 indicate a sharp shower. Events which do not provide a reasonable
tag-side are removed with loose cuts on the energy di�erence �E between the
ROE and the beam energy, and the beam-constrained mass Mbc calculated on the
ROE. The cuts are summarized in Table 5.4.
The technical details of the tagging algorithm are presented in Section 4.4. The
training of the specific FEI is done after the signal-side reconstruction. Due to the
previously applied Bsig selection, a large set of MC events is required to obtain
a reasonable amount of events for the training. The algorithm is trained on 108

B+
æ ¸

+
‹¸“ MC events for each final state and one stream of generic mixed

Tag Side Signal Side
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The signal yield is extracted by making use of the squared missing mass M
2

miss

variable calculated as

M
2

miss = (pBsig
≠ p¸ ≠ p“ )2

=
Q

a

Q

a
ECMS

2c

≠p̨Btag

R

b ≠ p¸ ≠ p“

R

b
2

,

(5.2)

where pBsig
, p¸ and p“ denote the four-momenta of the Bsig, lepton and photon

candidates, respectively. The four-momentum of the Bsig candidate can be replaced
by the four-momentum of the Btag candidate with opposite sign for the momentum
component, since the BB̄ pair is produced back-to-back in the center-of-mass frame.
The energy of the Btag candidate can be replaced by half of the center-of-mass
energy. Since the neutrino is massless, M

2

miss peaks around zero for correctly
reconstructed signal events.
To further reject background events the signal-side photon (in the B+

æ ¸
+

‹¸“

sample) and the daughter photons of the fi
0 candidate (in the B+

æ fi
0
¸
+

‹¸ sample)
are required to have E9E25“ > 0.9. Assuming that the event has been correctly
reconstructed, no charged tracks should remain. Hence, no additional tracks are
allowed after the �(4S) reconstruction. The extra energy EECL, defined as the
sum of the energy deposited in the ECL clusters not used for event reconstruction,
has to be lower than 0.9 GeV. The extra energy should be zero if no additional
background contributes and the �(4S) was correctly reconstructed as no photons
are left.

Table 5.5.: Cuts applied on the �(4S) reconstruction stage for both samples.

Variable Cut
M œ [7.5, 10.5] GeV
�E œ [≠0.15, 0.1] GeV
Mbc œ [5.27, 5.29] GeV
EECL Æ 0.9 GeV
M2

miss œ (≠1.5, 3.0) GeV2

E9E25“ > 0.9
PFEI > 0.01
Remaining Ntracks = 0

Output Classifier 
of FEI

Additional Cuts

Large amount of 
peaking background left

Some Continuum left
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Figure 5.5.: Application of the continuum suppression BDT after the B+
æ ¸+‹¸“ selection.

Signal events are largely classified as non-continuum events.

fi
0 candidate. An event is rejected if a valid fi

0 candidate with an invariant mass of
M“ sig“ tag

œ (0.11, 0.16) GeV is found. The composition of the peaking background
in the signal region after the continuum suppression and the applied mass veto
can be seen in Figure 5.6. Despite the veto not the entire peaking background can
be suppressed. In some cases one of the photons cannot be found, since it flew
outside the detector acceptance or was low-energetic and consequently removed
during the reconstruction. On the other hand, photons from the fi

0 decay which
are emitted in the more or less the same direction might be reconstructed as a
single ECL cluster. Cluster shape variables such as E9E25 help to identify such
cases.
In the second step, a BDT is used to identify such events. The following variables
were found to discriminate the remaining background:

ECL cluster hits Number of hits associated to the ECL cluster used for the
signal-side photon reconstruction.

E9E25 Ratio of energies in inner 3x3 and 5x5 cells of the ECL cluster.

ECL cluster LAT Lateral distribution of the ECL cluster.

◊“,pmiss Angle of the signal-side photon and the missing momentum p̨miss in the
rest frame of the Bsig candidate.

EECL The extra energy.
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5.2.5 Continuum Suppression

One of the main backgrounds in the analysis originates from continuum events.
As noted above, the background is caused by non-resonant e+e≠

æ qq where
q denotes a light quark. Continuum events exhibit a di�erent event structure
compared to BB̄ events due to the underlying kinematics. The light qq pair
moves back-to-back with large momentum, leading to two jets. In contrast, BB̄
pairs decay more isotropically, since they are almost produced at rest in the
center-of-mass system. The situation is depicted in Figure 5.4.

Figure 5.4.: Event topology of a BB̄ (left) and a continuum (right) event. The latter
shows a jet-like distribution due to the high momentum of the quark pair.
Adapted from [44].

A set of variables describing the event topology can be exploited to identify and
suppress continuum events:

TB, TROE The magnitude of the thrust of the Bsig candidate and the ROE,
respectively. The thrust T is calculated from the momenta p̨i of the final
state particles as

T =
qN

i |T̨ p̨i|
qN

i |p̨i|
, (5.3)

where T̨ denotes the direction of the maximal total momentum.

cos ◊B,z, cos ◊B,ROE The angle between the thrust axis of the daughter particles
of the Bsig candidate and the z-axis and the ROE, respectively. As stated
above, continuum events are more jet-like and so large angles are expected
between the Bsig candidate and its ROE. The distribution is uniform for BB̄
events.

R2 To characterize the event shape by energy and momentum flow in the event
the so-called Fox-Wolfram Moments were developed [45]. The moments are
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calculated as
Hl =

Nÿ

i,j

|p̨i| |p̨j|

s
Pl(cos(„ij)), (5.4)

where N is the number of particles in the event, s is the squared center-of-
mass energy, p̨x is the momentum of the particle x, „ij is the angle between
the particles i and j, and Pl is the l-th Legendre polynomial. The reduced
Fox-Wolfram Moment R2 is defined as the ratio R2 = H2/H0.

Kakuno-Super-Fox-Wolfram Moments The improved Fox-Wolfram-Moment were
developed by the Belle collaboration [23, p.114]. In total there are 17 such
moments.

Cleo Cones In the 90’s the CLEO Collaboration introduced the so-called Cleo
Cones. Nine cones in 10¶ steps around the Bsig thrust axis are defined.
Within these intervals the momentum flow is calculated as the scalar sum of
the final state particles pointing in the interval [46].

To suppress continuum events a BDT is used to combine all variables in a final
discriminating variable PCS. The multivariate method is trained on an independent
set of signal and continuum MC events. Since the full reconstruction of the
event already rejects most of the continuum background, the method is trained
and applied only on events surviving the selection process, i.e. after the �(4S)
reconstruction. All aforementioned cuts are applied except for the cuts on Mbc,
E9E25“sig and PFEI to retain enough statistics for the training process. One stream
of continuum MC and 107 signal MC events for each final state are used. The
performance of the classifier on an independent test sample for the B+

æ ¸
+

‹¸“

selection can be seen in Figure 5.5. The same procedure for continuum suppression
is applied for the B+

æ fi
0
¸
+

‹¸ sample. The receiver operating characteristic curve
(ROC), an overtraining check and the distributions of the training variables can
be found in Appendix B.

5.2.6 Peaking Background Suppression

As mentioned above, another dominant source of background in the B+
æ ¸

+
‹¸“

analysis originates from charged or neutral semileptonic B æ Xu¸
+

‹¸ decays where
Xu indicates a light meson (fi0, ÷, fl

0, ÷
Õ, Ê, fi

+ or fl
+); mostly dominated by

B+
æ fi

0
¸
+

‹¸ and B+
æ ÷¸

+
‹¸ decays. This peaking background is rejected in a

two-step process.
In the first step, a fi

0 mass veto is applied to suppress B+
æ fi

0
¸
+

‹¸ decays. When
the light meson decays into two photons, one photon can be misidentified as the
signal photon and the other one is assigned to the tag-side. To reject these events,
the photon of the signal-side is recombined with any photon of the ROE to create a

Multivariate Classifier
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Figure 5.6.: Composition of the b æ u¸‹¸ background decays in the signal region of
M2

miss œ (≠0.5, 0.5) GeV2 after continuum suppression and fi0 mass veto.

Energy asymmetry Energy asymmetry of the daughter particles of the Bsig can-
didate calculated as

AE =
r

i Eiq
i Ei

, (5.5)

where i denotes a daughter particle. The variable reveals the asymmetry in
the energy distribution of the lepton and photon candidate.

The BDT is trained on samples of 5 ◊ 106 B+
æ fi

0
¸
+

‹¸, B+
æ ÷¸

+
‹¸ and B+

æ

¸
+

‹¸“ MC events for each final state. As before, the BDT trained only on events
which survived the selection process. The fi

0 mass veto and all aforementioned
cuts are applied except for the cuts on Mbc, E9E25“ sig

and PFEI to retain enough
statistics. The performance of the classifier on an independent sample can be seen
in Figure 5.7. The ROC curve, an overtraining check and the distributions of the
training variables can be found in Appendix B.

5.2.7 Optimization

The cuts on the BDT output variables are optimized for both samples, the
B+

æ ¸
+

‹¸“ and the B+
æ fi

0
¸
+

‹¸ sample, within the signal window M
2

miss œ

(≠0.5, 0.5) GeV2. This is done by maximizing Punzi’s figure of merit

f.o.m. = ‘

‡
2

+
Ô

B
, (5.6)

2nd Step: Look at global properties

to veto B → γγℓν̄ℓ

42 5.2. Event Reconstruction

Figure 5.7.: Application of the peaking background suppression BDT on an independent
MC sample.

where ‘ is the reconstruction e�ciency, ‡ is the desired significance (‡ = 3) and B

is the number of background events [47]. To find the optimal cut on the classifier
output the scipy.optimize algorithm is used [48].
For the B+

æ ¸
+

‹¸“ sample a grid-search is done to check the result of the
two-dimensional optimization, visualized in Figure 5.8. Optimized cuts on the
continuum suppression of PCS = 0.034 and on the peaking background suppression
of PPB = 0.44 are obtained. For the B+

æ fi
0
¸
+

‹¸ sample a cut of PCS = 0.008
is found. The optimized cuts are applied in the final selection step. The signal
e�ciency and the background rejection rate of the final cuts for the B+

æ ¸
+

‹¸“

decay can be found in Table 5.6. The M
2

miss distributions after all selection cuts
for both final states can be seen in Figure 5.9.
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Figure 5.5.: Application of the continuum suppression BDT after the B+
æ ¸+‹¸“ selection.

Signal events are largely classified as non-continuum events.

fi
0 candidate. An event is rejected if a valid fi

0 candidate with an invariant mass of
M“ sig“ tag

œ (0.11, 0.16) GeV is found. The composition of the peaking background
in the signal region after the continuum suppression and the applied mass veto
can be seen in Figure 5.6. Despite the veto not the entire peaking background can
be suppressed. In some cases one of the photons cannot be found, since it flew
outside the detector acceptance or was low-energetic and consequently removed
during the reconstruction. On the other hand, photons from the fi

0 decay which
are emitted in the more or less the same direction might be reconstructed as a
single ECL cluster. Cluster shape variables such as E9E25 help to identify such
cases.
In the second step, a BDT is used to identify such events. The following variables
were found to discriminate the remaining background:

ECL cluster hits Number of hits associated to the ECL cluster used for the
signal-side photon reconstruction.

E9E25 Ratio of energies in inner 3x3 and 5x5 cells of the ECL cluster.

ECL cluster LAT Lateral distribution of the ECL cluster.

◊“,pmiss Angle of the signal-side photon and the missing momentum p̨miss in the
rest frame of the Bsig candidate.

EECL The extra energy.
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Figure 4.2.: Illustration of signal- and tag-side of a �(4S) event. The green ellipse indicates
the ROE with respect to the Bsig candidate. It contains all final state particles
which are not used for the Bsig reconstruction.

bottom-up approach, depicted in Figure 4.3. It can be used for the reconstruction
of charged and neutral B mesons in semileptonic and hadronic decay channels.
Currently only decay modes of the �(4S) resonance are supported, but in principle
the FEI can be easily extended to higher or lower resonances. In the following, a
short description of the algorithm is given. For more details the user is referred to
the aforementioned references.
The FEI algorithm is structured into stages, following the decay chain of the
B meson, starting at the final state particles. At each stage several modules
take care of the reconstruction, e.g. by combining particles from previous stages,
applying vertex fits and selection cuts. Gradient-boosted decision trees (BDTs) are
utilized as multivariate classifiers to separate signal from background candidates
and reduce combinatorics [40]. The classifiers assign a signal probability to each
candidate, based on variables calculated on the candidates, e.g. the invariant mass
and the signal probability of previous stages relevant for the recombined particle.
At the final stage, it is up to the analyst to apply a cut on the tagging probability
PFEI of the reconstructed Btag candidates to obtain a sample with the desired
purity. The cut has to be chosen as a compromise between the required purity and
the tagging e�ciency. In most cases, the analyst is interested in a high tag-side
e�ciency, corresponding to a very loose cut on PFEI. The di�erent stages are
structured as:

Stage 0 Collection of final state particles reconstructed from clusters and tracks.

Stage 1 Reconstruction of fi
0 and J/Â candidates.

Stage 2 Reconstruction of K0

S candidates.

γ

EECL
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the signal-side photon and the missing momentum ~p⌫
calculated in the rest frame of the B

sig
, EECL, and the

energy asymmetry, revealing the asymmetry in energy
distribution of the lepton and photon candidate of the
B

sig
, calculated as

A =
E`E�

E` + E�
. (5)

To improve control over the normalization of the peak-
ing background, control samples for B+

! ⇡0 `+⌫`, with
` = e, µ are reconstructed. The signal side selection is
slightly adapted for the B+

! ⇡0 `+⌫` selection: instead
of a single photon with E� > 1 GeV, two photon can-

didates are combined to form a ⇡0 candidate and only
events with an invariant mass of M�� 2 (115, 152)MeV

(corresponding to approximately ±3� in ⇡0 mass res-
olution), are retained. Both control samples and the
B+

! `+⌫`� signal decays are analyzed simultaneously
to extract the desired signal yields and to constrain the
peaking B+

! ⇡0 `+⌫` contaminations in the signal can-
didates.

For both the B+
! `+⌫`� and the B+

! ⇡0 `+⌫` selec-
tions, non-resonant continuum processes are suppressed
using a multivariate approach with the aforementioned
implementation of BDT. The event topology for contin-
uum processes di↵ers from that of B meson decays. This
can be exploited to suppress continuum events by us-
ing event shape variables, such as the magnitude of the
thrust of final state particles forming the B

sig
and ROE

candidates, the angle between the B
sig

and the z-axis and
between the B

sig
and the ROE, the reduced Fox-Wolfram

moment R2, the modified Fox-Wolfram moments [30] and
CLEO Cones [31].

The cuts on the multivariate classifier for continuum
and the peaking background suppression are simultane-
ously optimized with Punzi’s figure of merit [32]. After
all selection steps, we obtain a signal reconstruction e�-
ciency for B+

! `+⌫`� decays of 0.64% (0.67%) for the
electron (muon) final state. On the normalization sample
we obtain an e�ciency of 0.38% for both final states for
B+

! ⇡0 `+⌫` decays.
To discriminate the signal from background decays, the

missing mass squared M2

miss of the event is calculated as

M2

miss = m2

⌫ = p2⌫ =
⇣
pBsig

� p` � pX
⌘2

, (6)

with pX denoting p� for B+
! `+⌫`� signal events, and

p⇡ for B+
! ⇡0 `+⌫` normalization events, respectively.

The signal and background yields are then obtained us-
ing the statistical analysis described in Section III. The
analysis procedure is validated using two signal-depleted
sidebands: an o↵-resonance sample, recorded 40MeV be-
low the ⌥(4S ) resonance, and the Mbc sideband were an-
alyzed. Both showed good agreement between data and
the MC expectation.

III. STATISTICAL ANALYSIS AND LIMIT
SETTING PROCEDURE

Signal and background yields are extracted using a
binned maximum likelihood fit of the M2

miss distribution.
For an individual channel, the likelihood function is con-
structed as

Lc =
binsY

i

P(ni; ⌫i) , (7)

with P(ni; ⌫i) = ⌫ni
i / (ni!) e

�⌫i denoting the Poisson dis-
tribution with ni and ⌫i the number of observed and
expected events in a given bin i of M2

miss, respectively.
Three di↵erent likelihood fits are carried out in this
manuscript:

i. Semileptonic B+
! D0 `+⌫` decays are analyzed to

determine a calibration factor for the FEI tagging
e�ciency. The selection and obtained calibration
factors are further discussed in Section IV.

ii. The branching fraction of B+
! ⇡0 `+⌫` events is

determined as a cross check of the FEI calibration
procedure, cf. Section IV.

iii. The B+
! `+⌫`� signal events are analyzed us-

ing a simultaneous fit to the B+
! `+⌫`� and

B+
! ⇡0 `+⌫` M2

miss distributions. A global likeli-
hood function is constructed as

L =
Y

c

Lc ⇥

systY

k

G(✓k) (8)

with c denoting the reconstructed event type cor-
responding to the four categories defined by the
B+

! e+⌫e�, B+
! µ+⌫µ�, B+

! ⇡0 e+⌫e and

B+
! ⇡0µ+⌫µ channels. Further, G(✓k) denotes the

standard normal distribution for nuisance parame-
ters ✓k, which incorporate systematic uncertainties
into the likelihood function. The various systematic
uncertainties are further discussed in Section V.

The expected number of events in a given bin i of the
M2

miss distribution and in a given category is constructed
as

⌫i =
X

j

⌫jfij , (9)

with ⌫j the total number of events of type j and fij
denoting the expected fraction of events of type j in the
ith bin. The fractions fij are obtained from the MC

simulation and the event types for the B+
! D0 `+⌫`

and B+
! ⇡0 `+⌫` fits are further detailed in Sections IV.

For the search for the rare B+
! `+⌫`� decay the yield

of four event types are used as free parameters in the fit:

i. B+
! `+⌫`� signal events.
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Figure 5.5.: Application of the continuum suppression BDT after the B+
æ ¸+‹¸“ selection.

Signal events are largely classified as non-continuum events.

fi
0 candidate. An event is rejected if a valid fi

0 candidate with an invariant mass of
M“ sig“ tag

œ (0.11, 0.16) GeV is found. The composition of the peaking background
in the signal region after the continuum suppression and the applied mass veto
can be seen in Figure 5.6. Despite the veto not the entire peaking background can
be suppressed. In some cases one of the photons cannot be found, since it flew
outside the detector acceptance or was low-energetic and consequently removed
during the reconstruction. On the other hand, photons from the fi

0 decay which
are emitted in the more or less the same direction might be reconstructed as a
single ECL cluster. Cluster shape variables such as E9E25 help to identify such
cases.
In the second step, a BDT is used to identify such events. The following variables
were found to discriminate the remaining background:

ECL cluster hits Number of hits associated to the ECL cluster used for the
signal-side photon reconstruction.

E9E25 Ratio of energies in inner 3x3 and 5x5 cells of the ECL cluster.

ECL cluster LAT Lateral distribution of the ECL cluster.

◊“,pmiss Angle of the signal-side photon and the missing momentum p̨miss in the
rest frame of the Bsig candidate.

EECL The extra energy.
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Figure 5.6.: Composition of the b æ u¸‹¸ background decays in the signal region of
M2

miss œ (≠0.5, 0.5) GeV2 after continuum suppression and fi0 mass veto.

Energy asymmetry Energy asymmetry of the daughter particles of the Bsig can-
didate calculated as

AE =
r

i Eiq
i Ei

, (5.5)

where i denotes a daughter particle. The variable reveals the asymmetry in
the energy distribution of the lepton and photon candidate.

The BDT is trained on samples of 5 ◊ 106 B+
æ fi

0
¸
+

‹¸, B+
æ ÷¸

+
‹¸ and B+

æ

¸
+

‹¸“ MC events for each final state. As before, the BDT trained only on events
which survived the selection process. The fi

0 mass veto and all aforementioned
cuts are applied except for the cuts on Mbc, E9E25“ sig

and PFEI to retain enough
statistics. The performance of the classifier on an independent sample can be seen
in Figure 5.7. The ROC curve, an overtraining check and the distributions of the
training variables can be found in Appendix B.

5.2.7 Optimization

The cuts on the BDT output variables are optimized for both samples, the
B+

æ ¸
+

‹¸“ and the B+
æ fi

0
¸
+

‹¸ sample, within the signal window M
2

miss œ

(≠0.5, 0.5) GeV2. This is done by maximizing Punzi’s figure of merit

f.o.m. = ‘

‡
2

+
Ô

B
, (5.6)

1st Step: Look for  candidatesπ0
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�(4S) e+e≠

B+

sig“

‹¸

¸
+

B≠
tag

fi
≠

fi
0

D0

rest-of-event

tag-side

signal-side

Figure 4.2.: Illustration of signal- and tag-side of a �(4S) event. The green ellipse indicates
the ROE with respect to the Bsig candidate. It contains all final state particles
which are not used for the Bsig reconstruction.

bottom-up approach, depicted in Figure 4.3. It can be used for the reconstruction
of charged and neutral B mesons in semileptonic and hadronic decay channels.
Currently only decay modes of the �(4S) resonance are supported, but in principle
the FEI can be easily extended to higher or lower resonances. In the following, a
short description of the algorithm is given. For more details the user is referred to
the aforementioned references.
The FEI algorithm is structured into stages, following the decay chain of the
B meson, starting at the final state particles. At each stage several modules
take care of the reconstruction, e.g. by combining particles from previous stages,
applying vertex fits and selection cuts. Gradient-boosted decision trees (BDTs) are
utilized as multivariate classifiers to separate signal from background candidates
and reduce combinatorics [40]. The classifiers assign a signal probability to each
candidate, based on variables calculated on the candidates, e.g. the invariant mass
and the signal probability of previous stages relevant for the recombined particle.
At the final stage, it is up to the analyst to apply a cut on the tagging probability
PFEI of the reconstructed Btag candidates to obtain a sample with the desired
purity. The cut has to be chosen as a compromise between the required purity and
the tagging e�ciency. In most cases, the analyst is interested in a high tag-side
e�ciency, corresponding to a very loose cut on PFEI. The di�erent stages are
structured as:

Stage 0 Collection of final state particles reconstructed from clusters and tracks.

Stage 1 Reconstruction of fi
0 and J/Â candidates.

Stage 2 Reconstruction of K0

S candidates.
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Figure 5.6.: Composition of the b æ u¸‹¸ background decays in the signal region of
M2

miss œ (≠0.5, 0.5) GeV2 after continuum suppression and fi0 mass veto.

Energy asymmetry Energy asymmetry of the daughter particles of the Bsig can-
didate calculated as

AE =
r

i Eiq
i Ei

, (5.5)

where i denotes a daughter particle. The variable reveals the asymmetry in
the energy distribution of the lepton and photon candidate.

The BDT is trained on samples of 5 ◊ 106 B+
æ fi

0
¸
+

‹¸, B+
æ ÷¸

+
‹¸ and B+

æ

¸
+

‹¸“ MC events for each final state. As before, the BDT trained only on events
which survived the selection process. The fi

0 mass veto and all aforementioned
cuts are applied except for the cuts on Mbc, E9E25“ sig

and PFEI to retain enough
statistics. The performance of the classifier on an independent sample can be seen
in Figure 5.7. The ROC curve, an overtraining check and the distributions of the
training variables can be found in Appendix B.

5.2.7 Optimization

The cuts on the BDT output variables are optimized for both samples, the
B+

æ ¸
+

‹¸“ and the B+
æ fi

0
¸
+

‹¸ sample, within the signal window M
2

miss œ

(≠0.5, 0.5) GeV2. This is done by maximizing Punzi’s figure of merit

f.o.m. = ‘
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Ô
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2nd Step: Look at global properties

to veto B → γγℓν̄ℓ

Where to cut? Global optimization5.3. Monte Carlo Corrections 43

Figure 5.8.: Cut optimization of the continuum and peaking background suppression
for the B+

æ ¸+‹¸“ sample. The orange point represents the result of the
optimization algorithm, while the result of the grid search is indicated by the
color gradient. The more blueish the higher the figure of merit. The signal
component is scaled to a partial branching fraction of �B(B+

æ ¸+‹¸“) =
5 ◊ 10≠6. The background components are scaled to luminosity.

Table 5.6.: Signal e�ciency (‘) and background rejection (1 ≠ ‘) for the di�erent cuts
applied individually and combined on the individual MC samples.

Signal e�ciency Background rejection

B+
æ ¸+‹¸“ Rare b æ u¸‹¸ B+

æ ÷¸+‹¸ B+
æ fi0¸+‹¸ e+e≠

æ qq b æ c

E9E25 0.960 0.080 0.050 0.040 0.080 0.20 0.080
◊‹“ 1.000 0.150 0.010 0.020 0.020 0.14 0.010
Mbc 0.780 0.820 0.750 0.410 0.370 0.87 0.780
Mfiveto 0.960 0.290 0.450 0.080 0.680 0.43 0.430
PCS 0.860 0.630 0.340 0.200 0.210 0.95 0.460
PPB 0.860 0.700 0.380 0.440 0.430 0.63 0.520
PFEI 0.640 0.650 0.590 0.440 0.430 0.68 0.650
Comb. 0.406 0.992 0.972 0.839 0.911 0.99 0.989

5.3 Monte Carlo Corrections
The MC simulation su�ers from imperfections arising from di�erent sources
like imprecise branching fractions of decay channels or insu�ciently modeled
hadronic decays and detector response. Corrections are applied to address these
shortcomings in case they can be identified and measured.
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for the B+

æ ¸+‹¸“ sample. The orange point represents the result of the
optimization algorithm, while the result of the grid search is indicated by the
color gradient. The more blueish the higher the figure of merit. The signal
component is scaled to a partial branching fraction of �B(B+

æ ¸+‹¸“) =
5 ◊ 10≠6. The background components are scaled to luminosity.

Table 5.6.: Signal e�ciency (‘) and background rejection (1 ≠ ‘) for the di�erent cuts
applied individually and combined on the individual MC samples.

Signal e�ciency Background rejection

B+
æ ¸+‹¸“ Rare b æ u¸‹¸ B+

æ ÷¸+‹¸ B+
æ fi0¸+‹¸ e+e≠

æ qq b æ c

E9E25 0.960 0.080 0.050 0.040 0.080 0.20 0.080
◊‹“ 1.000 0.150 0.010 0.020 0.020 0.14 0.010
Mbc 0.780 0.820 0.750 0.410 0.370 0.87 0.780
Mfiveto 0.960 0.290 0.450 0.080 0.680 0.43 0.430
PCS 0.860 0.630 0.340 0.200 0.210 0.95 0.460
PPB 0.860 0.700 0.380 0.440 0.430 0.63 0.520
PFEI 0.640 0.650 0.590 0.440 0.430 0.68 0.650
Comb. 0.406 0.992 0.972 0.839 0.911 0.99 0.989

5.3 Monte Carlo Corrections
The MC simulation su�ers from imperfections arising from di�erent sources
like imprecise branching fractions of decay channels or insu�ciently modeled
hadronic decays and detector response. Corrections are applied to address these
shortcomings in case they can be identified and measured.
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calculated in the rest frame of the B
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, EECL, and the

energy asymmetry, revealing the asymmetry in energy
distribution of the lepton and photon candidate of the
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, calculated as

A =
E`E�

E` + E�
. (5)

To improve control over the normalization of the peak-
ing background, control samples for B+

! ⇡0 `+⌫`, with
` = e, µ are reconstructed. The signal side selection is
slightly adapted for the B+

! ⇡0 `+⌫` selection: instead
of a single photon with E� > 1 GeV, two photon can-

didates are combined to form a ⇡0 candidate and only
events with an invariant mass of M�� 2 (115, 152)MeV

(corresponding to approximately ±3� in ⇡0 mass res-
olution), are retained. Both control samples and the
B+

! `+⌫`� signal decays are analyzed simultaneously
to extract the desired signal yields and to constrain the
peaking B+

! ⇡0 `+⌫` contaminations in the signal can-
didates.

For both the B+
! `+⌫`� and the B+

! ⇡0 `+⌫` selec-
tions, non-resonant continuum processes are suppressed
using a multivariate approach with the aforementioned
implementation of BDT. The event topology for contin-
uum processes di↵ers from that of B meson decays. This
can be exploited to suppress continuum events by us-
ing event shape variables, such as the magnitude of the
thrust of final state particles forming the B

sig
and ROE

candidates, the angle between the B
sig

and the z-axis and
between the B

sig
and the ROE, the reduced Fox-Wolfram

moment R2, the modified Fox-Wolfram moments [30] and
CLEO Cones [31].

The cuts on the multivariate classifier for continuum
and the peaking background suppression are simultane-
ously optimized with Punzi’s figure of merit [32]. After
all selection steps, we obtain a signal reconstruction e�-
ciency for B+

! `+⌫`� decays of 0.64% (0.67%) for the
electron (muon) final state. On the normalization sample
we obtain an e�ciency of 0.38% for both final states for
B+

! ⇡0 `+⌫` decays.
To discriminate the signal from background decays, the

missing mass squared M2

miss of the event is calculated as

M2

miss = m2

⌫ = p2⌫ =
⇣
pBsig

� p` � pX
⌘2

, (6)

with pX denoting p� for B+
! `+⌫`� signal events, and

p⇡ for B+
! ⇡0 `+⌫` normalization events, respectively.

The signal and background yields are then obtained us-
ing the statistical analysis described in Section III. The
analysis procedure is validated using two signal-depleted
sidebands: an o↵-resonance sample, recorded 40MeV be-
low the ⌥(4S ) resonance, and the Mbc sideband were an-
alyzed. Both showed good agreement between data and
the MC expectation.

III. STATISTICAL ANALYSIS AND LIMIT
SETTING PROCEDURE

Signal and background yields are extracted using a
binned maximum likelihood fit of the M2

miss distribution.
For an individual channel, the likelihood function is con-
structed as

Lc =
binsY

i

P(ni; ⌫i) , (7)

with P(ni; ⌫i) = ⌫ni
i / (ni!) e

�⌫i denoting the Poisson dis-
tribution with ni and ⌫i the number of observed and
expected events in a given bin i of M2

miss, respectively.
Three di↵erent likelihood fits are carried out in this
manuscript:

i. Semileptonic B+
! D0 `+⌫` decays are analyzed to

determine a calibration factor for the FEI tagging
e�ciency. The selection and obtained calibration
factors are further discussed in Section IV.

ii. The branching fraction of B+
! ⇡0 `+⌫` events is

determined as a cross check of the FEI calibration
procedure, cf. Section IV.

iii. The B+
! `+⌫`� signal events are analyzed us-

ing a simultaneous fit to the B+
! `+⌫`� and

B+
! ⇡0 `+⌫` M2

miss distributions. A global likeli-
hood function is constructed as

L =
Y

c

Lc ⇥
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k

G(✓k) (8)

with c denoting the reconstructed event type cor-
responding to the four categories defined by the
B+

! e+⌫e�, B+
! µ+⌫µ�, B+

! ⇡0 e+⌫e and

B+
! ⇡0µ+⌫µ channels. Further, G(✓k) denotes the

standard normal distribution for nuisance parame-
ters ✓k, which incorporate systematic uncertainties
into the likelihood function. The various systematic
uncertainties are further discussed in Section V.

The expected number of events in a given bin i of the
M2

miss distribution and in a given category is constructed
as

⌫i =
X

j

⌫jfij , (9)

with ⌫j the total number of events of type j and fij
denoting the expected fraction of events of type j in the
ith bin. The fractions fij are obtained from the MC

simulation and the event types for the B+
! D0 `+⌫`

and B+
! ⇡0 `+⌫` fits are further detailed in Sections IV.

For the search for the rare B+
! `+⌫`� decay the yield

of four event types are used as free parameters in the fit:

i. B+
! `+⌫`� signal events.
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(a) Electron final state. (b) Muon final state.

Figure 5.9.: M2
miss distributions of the B+

æ ¸+‹¸“ sample after the final selection with a
simulated partial branching fraction of �B(B+

æ ¸+‹¸“) = 5 ◊ 10≠6. The
background components are scaled to luminosity. Corrections to the MC are
applied.

5.3.1 Tag Correction

Discrepancies between MC and data cause di�erences in the e�ciency of the
tagging algorithm. Consequently, the applied algorithm has to be calibrated on
data. In the following, the calibration procedure is described3.
A correction factor can be extracted by making use of well-known semileptonic
calibration channels with relatively large branching fractions:
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These channels replace the signal channel of the nominal analysis; the applied cuts
in the reconstruction can be found in Appendix C. The correction factor is then
calculated from the ratio of the extracted signal yield on data and MC as

‘c = N
data

c

N
MC

c

, (5.7)

3A more detailed description of the calibration procedure can be found in Reference [49].

B+ → e+νeγ B+ → μ+νμγ

ℬ(B → ℓνγ) = 5 × 10−6

After final selection : 

More things to check prior unblinding: Tagging efficiency needs to be calibrated

Reconstruct  as control mode B+ → π0ℓ+νℓ
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(a) Electron final state. (b) Muon final state.

Figure 5.9.: M2
miss distributions of the B+

æ ¸+‹¸“ sample after the final selection with a
simulated partial branching fraction of �B(B+

æ ¸+‹¸“) = 5 ◊ 10≠6. The
background components are scaled to luminosity. Corrections to the MC are
applied.

5.3.1 Tag Correction

Discrepancies between MC and data cause di�erences in the e�ciency of the
tagging algorithm. Consequently, the applied algorithm has to be calibrated on
data. In the following, the calibration procedure is described3.
A correction factor can be extracted by making use of well-known semileptonic
calibration channels with relatively large branching fractions:
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These channels replace the signal channel of the nominal analysis; the applied cuts
in the reconstruction can be found in Appendix C. The correction factor is then
calculated from the ratio of the extracted signal yield on data and MC as

‘c = N
data

c

N
MC

c

, (5.7)

3A more detailed description of the calibration procedure can be found in Reference [49].
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5.3.1 Tag Correction

Discrepancies between MC and data cause di�erences in the e�ciency of the
tagging algorithm. Consequently, the applied algorithm has to be calibrated on
data. In the following, the calibration procedure is described3.
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These channels replace the signal channel of the nominal analysis; the applied cuts
in the reconstruction can be found in Appendix C. The correction factor is then
calculated from the ratio of the extracted signal yield on data and MC as
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data
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3A more detailed description of the calibration procedure can be found in Reference [49].5.3. Monte Carlo Corrections 47

Figure 5.11.: Calibration factors averaged over the tag channels of the specific FEI shown
in Figure 5.10. With statistical (inner interval) and systematic uncertainties
(outer interval). For a perfect MC simulation a value of one would be
expected. The gray band represents the 1‡ uncertainty band of the global
calibration factor.

calibration factor is used to weight the MC events and reveals that the applied
tagging algorithm has a lower performance on data. A correction factor of one
would be expected for a perfect data-MC agreement. The result is in good
agreement with a similar result obtained for the generic FEI of ‘

gen

all
= 0.803 ±

0.009 ± 0.050 [49]4.

5.3.2 LID Correction

The correction of the LID e�ciency was studied in Reference [50]. The di�er-
ences between MC and data were investigated on a high statistic sample of the
process e+e≠

æ e+e≠
¸

+
¸

≠ with ¸ = e, µ for di�erent bins in the polar angle ◊,
the momentum in the lab frame plab and the LID cut. To measure a possible
influence of a hadronic environment in the event, the latter process was compared
to inclusive decays B æ X J/Â (æ ¸

+
¸

≠). The found discrepancies were consid-
ered as additional systematic uncertainty. The Belle Joint PID group provides
tables containing the correction factors with one statistical and two systematic
uncertainties [51]. Di�erent tables have to be used depending on the experiment

4The results of the generic FEI were obtained with FEI version 4.0. In this thesis additional
cuts on the particle ID for K+, fi+ candidates; a mass cut on fi0 candidates and a cut on the
FEI output probability are applied. All applied cuts can be found in Appendix C.

5.3. Monte Carlo Corrections 45

where c denotes the calibration channel. The signal yield is extracted with a
template fit to the M

2

miss distribution. To obtain a robust correction factor which
can be used in the analysis, a fit for each of the three calibration channels is
performed. The correction factors ‘c of the individual calibration channels are
then averaged to obtain a global correction factor. In principle, the correction
factor should be independent of the calibration channel. The calibration procedure
is applied on one stream of generic and continuum MC and on the whole recorded
data set.
For each calibration channel MC corrections are applied which refer to the signal-
side. These corrections include an update of the branching ratio and e�ciency
corrections for the LID cuts, which are explained in more detail in the next
subsection. The applied branching ratio corrections can be found in Table 5.7.
The calibration also corrects for the fact that in the simulation equal branching
ratios of 1/2 for �(4S) æ B+B≠ and �(4S) æ B0B0 decays were assumed. The
most recent values from the PDG group are B(�(4S) æ B+B≠) = 0.486 ± 0.006
and B(�(4S) æ B0B0) = 0.514 ± 0.006 [4].
Di�erent sources of systematic uncertainties are taken into account. For the
tracking e�ciency an uncertainty of 0.34% per track is assumed (see Section 8.2).
Further, a systematic uncertainty of the LID correction (see next subsection) and
on the branching ratio correction is considered.
The results of the fit for each calibration channel can be seen in Figure 5.11, the
used templates can be found in Appendix C. The individual calibration factors
are in good agreement with each other. As additional check calibration factors
are determined for each tag channel per calibration channel, as can be seen
in Figure 5.10. In most cases the individual calibration factors show a good
agreement.
The average calibration factor is found as

‘all = Ndata

NMC

= 0.825 ± 0.014 ± 0.049, (5.8)

where the first uncertainty is statistical and the second is systematic. The overall

Table 5.7.: Branching ratios used for Belle MC simulation and the latest PDG average of
the calibration channels [4].

Decay BMC

1
10≠2

2
BPDG

1
10≠2

2

B+
æ D0¸+‹¸ 2.31 2.27 ± 0.11

D0
æ K≠fi+ 3.82 3.89 ± 0.04

D0
æ K≠fi+fi0 13.08 14.2 ± 0.5

D0
æ K≠fi+fi+fi≠ 7.21 8.11 ± 0.15

Average efficiency correction:

Also tested tag-side 
composition
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(a) B+ ! e+⌫e� final state (b) B+ ! µ+⌫µ� final state

(c) B+ ! ⇡0 e+⌫e final state (d) B+ ! ⇡0µ+⌫µ final state

FIG. 2: The post-fit M2
miss distributions for the simultaneous fit to the four categories are shown (cf. Section III). The

individual fit components are shown as colored histograms, and the filled gray histogram shows their sum.

the numbers of entries are varied using a Poisson distri-
bution. The templates of the ensemble are used to repeat
the fit to estimate the total uncertainty. The largest addi-
tive systematic uncertainty for the B+

! ⇡0 `+⌫` branch-
ing fraction is given by the uncertainty on the BCL form
factors and is evaluated by variations using the covari-
ance matrix from the global fit of Ref. [22].

The remaining additive uncertainties on both chan-
nels are evaluated as follows: The fraction of the in-
dividual channels in which the B

tag
is reconstructed

di↵ers between MC and data. To estimate the im-
pact of this mismatch, the MC samples are corrected
to the fraction in data of the reconstructed tag chan-
nels and the di↵erence is taken as an estimation for
the systematic uncertainty. In the fit, the individ-
ual branching fractions of charmless semileptonic back-
ground decay modes are kept fixed and modeled as
a single floating background template. To estimate

uncertainties due to slight shape di↵erences in M2

miss

from these templates, we vary the decay branching frac-
tions of B+

! ! `+ ⌫`, B+
! ⇢0 `+ ⌫`, B0

! ⇢� `+ ⌫`,
B+

! ⌘ `+ ⌫`, B+
! ⌘0 `+ ⌫`, and B0

! ⇡� `+ ⌫` indi-
vidually within their uncertainties [26]. The uncertainty
on the B+

! `+⌫`� signal model is estimated by correct-
ing the simulated events from the prediction of Ref. [20]
to the state-of-the-art prediction of Ref. [5] and repeating
the fit.

VI. RESULTS

Figure 2 shows the M2

miss distribution of the selected
data events in the four categories of B+

! e+⌫e�, B
+
!

µ+⌫µ�, B
+
! ⇡0 e+⌫e , and B+

! ⇡0µ+⌫µ. The selected
events are used to maximize the likelihood function Eq. 7
numerically, determining the four (B+

! `+⌫`�) and

Validation :

ℬ(B+ → π0ℓ+νℓ) = (7.8 ± 0.6) × 10−5 ℬPDG(B+ → π0ℓ+νℓ) = (7.80 ± 0.27) × 10−5

Determine  BF via binned NLL fit in B+ → π0ℓ+νℓ M2
miss

Background

B → Xuℓν̄ℓ

B+ → π0ℓ+νℓ
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the signal-side photon and the missing momentum ~p⌫
calculated in the rest frame of the B

sig
, EECL, and the

energy asymmetry, revealing the asymmetry in energy
distribution of the lepton and photon candidate of the
B

sig
, calculated as

A =
E`E�

E` + E�
. (5)

To improve control over the normalization of the peak-
ing background, control samples for B+

! ⇡0 `+⌫`, with
` = e, µ are reconstructed. The signal side selection is
slightly adapted for the B+

! ⇡0 `+⌫` selection: instead
of a single photon with E� > 1 GeV, two photon can-

didates are combined to form a ⇡0 candidate and only
events with an invariant mass of M�� 2 (115, 152)MeV

(corresponding to approximately ±3� in ⇡0 mass res-
olution), are retained. Both control samples and the
B+

! `+⌫`� signal decays are analyzed simultaneously
to extract the desired signal yields and to constrain the
peaking B+

! ⇡0 `+⌫` contaminations in the signal can-
didates.

For both the B+
! `+⌫`� and the B+

! ⇡0 `+⌫` selec-
tions, non-resonant continuum processes are suppressed
using a multivariate approach with the aforementioned
implementation of BDT. The event topology for contin-
uum processes di↵ers from that of B meson decays. This
can be exploited to suppress continuum events by us-
ing event shape variables, such as the magnitude of the
thrust of final state particles forming the B

sig
and ROE

candidates, the angle between the B
sig

and the z-axis and
between the B

sig
and the ROE, the reduced Fox-Wolfram

moment R2, the modified Fox-Wolfram moments [30] and
CLEO Cones [31].

The cuts on the multivariate classifier for continuum
and the peaking background suppression are simultane-
ously optimized with Punzi’s figure of merit [32]. After
all selection steps, we obtain a signal reconstruction e�-
ciency for B+

! `+⌫`� decays of 0.64% (0.67%) for the
electron (muon) final state. On the normalization sample
we obtain an e�ciency of 0.38% for both final states for
B+

! ⇡0 `+⌫` decays.
To discriminate the signal from background decays, the

missing mass squared M2

miss of the event is calculated as

M2

miss = m2

⌫ = p2⌫ =
⇣
pBsig

� p` � pX
⌘2

, (6)

with pX denoting p� for B+
! `+⌫`� signal events, and

p⇡ for B+
! ⇡0 `+⌫` normalization events, respectively.

The signal and background yields are then obtained us-
ing the statistical analysis described in Section III. The
analysis procedure is validated using two signal-depleted
sidebands: an o↵-resonance sample, recorded 40MeV be-
low the ⌥(4S ) resonance, and the Mbc sideband were an-
alyzed. Both showed good agreement between data and
the MC expectation.

III. STATISTICAL ANALYSIS AND LIMIT
SETTING PROCEDURE

Signal and background yields are extracted using a
binned maximum likelihood fit of the M2

miss distribution.
For an individual channel, the likelihood function is con-
structed as

Lc =
binsY

i

P(ni; ⌫i) , (7)

with P(ni; ⌫i) = ⌫ni
i / (ni!) e

�⌫i denoting the Poisson dis-
tribution with ni and ⌫i the number of observed and
expected events in a given bin i of M2

miss, respectively.
Three di↵erent likelihood fits are carried out in this
manuscript:

i. Semileptonic B+
! D0 `+⌫` decays are analyzed to

determine a calibration factor for the FEI tagging
e�ciency. The selection and obtained calibration
factors are further discussed in Section IV.

ii. The branching fraction of B+
! ⇡0 `+⌫` events is

determined as a cross check of the FEI calibration
procedure, cf. Section IV.

iii. The B+
! `+⌫`� signal events are analyzed us-

ing a simultaneous fit to the B+
! `+⌫`� and

B+
! ⇡0 `+⌫` M2

miss distributions. A global likeli-
hood function is constructed as

L =
Y

c

Lc ⇥

systY

k

G(✓k) (8)

with c denoting the reconstructed event type cor-
responding to the four categories defined by the
B+

! e+⌫e�, B+
! µ+⌫µ�, B+

! ⇡0 e+⌫e and

B+
! ⇡0µ+⌫µ channels. Further, G(✓k) denotes the

standard normal distribution for nuisance parame-
ters ✓k, which incorporate systematic uncertainties
into the likelihood function. The various systematic
uncertainties are further discussed in Section V.

The expected number of events in a given bin i of the
M2

miss distribution and in a given category is constructed
as

⌫i =
X

j

⌫jfij , (9)

with ⌫j the total number of events of type j and fij
denoting the expected fraction of events of type j in the
ith bin. The fractions fij are obtained from the MC

simulation and the event types for the B+
! D0 `+⌫`

and B+
! ⇡0 `+⌫` fits are further detailed in Sections IV.

For the search for the rare B+
! `+⌫`� decay the yield

of four event types are used as free parameters in the fit:

i. B+
! `+⌫`� signal events.

9

(a) B+ ! e+⌫e� final state (b) B+ ! µ+⌫µ� final state

(c) B+ ! ⇡0 e+⌫e final state (d) B+ ! ⇡0µ+⌫µ final state

FIG. 2: The post-fit M2
miss distributions for the simultaneous fit to the four categories are shown (cf. Section III). The

individual fit components are shown as colored histograms, and the filled gray histogram shows their sum.

the numbers of entries are varied using a Poisson distri-
bution. The templates of the ensemble are used to repeat
the fit to estimate the total uncertainty. The largest addi-
tive systematic uncertainty for the B+

! ⇡0 `+⌫` branch-
ing fraction is given by the uncertainty on the BCL form
factors and is evaluated by variations using the covari-
ance matrix from the global fit of Ref. [22].

The remaining additive uncertainties on both chan-
nels are evaluated as follows: The fraction of the in-
dividual channels in which the B

tag
is reconstructed

di↵ers between MC and data. To estimate the im-
pact of this mismatch, the MC samples are corrected
to the fraction in data of the reconstructed tag chan-
nels and the di↵erence is taken as an estimation for
the systematic uncertainty. In the fit, the individ-
ual branching fractions of charmless semileptonic back-
ground decay modes are kept fixed and modeled as
a single floating background template. To estimate

uncertainties due to slight shape di↵erences in M2

miss

from these templates, we vary the decay branching frac-
tions of B+

! ! `+ ⌫`, B+
! ⇢0 `+ ⌫`, B0

! ⇢� `+ ⌫`,
B+

! ⌘ `+ ⌫`, B+
! ⌘0 `+ ⌫`, and B0

! ⇡� `+ ⌫` indi-
vidually within their uncertainties [26]. The uncertainty
on the B+

! `+⌫`� signal model is estimated by correct-
ing the simulated events from the prediction of Ref. [20]
to the state-of-the-art prediction of Ref. [5] and repeating
the fit.

VI. RESULTS

Figure 2 shows the M2

miss distribution of the selected
data events in the four categories of B+

! e+⌫e�, B
+
!

µ+⌫µ�, B
+
! ⇡0 e+⌫e , and B+

! ⇡0µ+⌫µ. The selected
events are used to maximize the likelihood function Eq. 7
numerically, determining the four (B+

! `+⌫`�) and

ℒeνγ ℒμνγ

ℒπ0eν ℒπ0μν

Binned NLL fit with 4 categories: 

Systematic uncertainties 
incorporated via Nuisance 
Parameters
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the beam-constrained mass of the B
sig

candidate (recon-

structed from the D0 and the lepton), Mbc > 4.5GeV,
and the cosine of the angle between the true B meson
(calculated from beam energy and momentum) and the
reconstructed D` system, | cos(✓BD`)| < 3.0. An uncon-
strained vertex fit is applied on the D and B candidates
and candidates with a p-value of the fit of p�2 > 0.01 are
retained.

The tag e�ciency calibration factor is calculated by
extracting the number of signal decays on data and com-
paring to the expected number of events from the MC
simulation. The signal yield is determined using a binned
maximum likelihood fit (cf. Section III ) of the M2

miss dis-
tribution, reconstructed as

M2

miss = m2

⌫ =
⇣
pBsig

� p` � pD
⌘2

. (13)

The obtained calibration factors of the three channels are
shown in Fig. 1 and the global calibration factor is found
to be ✏ = 0.825± 0.014 (stat.)± 0.049 (syst.).

To validate the found calibration factor, we measure
the branching fraction of the B+

! ⇡0 `+⌫` decay and
compare it to the current world average. We obtain
B(B+

! ⇡0 `+⌫`) = (7.8± 0.6 (stat.))⇥ 10�5, which is in
agreement with the average BPDG(B

+
! ⇡0 `+⌫`) =

(7.80± 0.27)⇥ 10�5 of Ref. [26].

V. SYSTEMATIC UNCERTAINTIES

There are several systematic uncertainties that a↵ect
the measured yields and partial branching fractions: Ta-
ble I summarizes the most important sources of uncer-
tainty for the B+

! `+⌫`� and B+
! ⇡0 `+⌫` branching

fraction measurements.
The e↵ect of all systematic uncertainties are directly

incorporated into the likelihood Eq. 7 via the replacement
of

⌫j fij ! ⌫j fij ⇥
systY

k

�
1 + ✓k✏ijk

�
, (14)

and

⌫j fij ! ⌫j fij +
systX

k

✓k✏ijk , (15)

for multiplicative and additive uncertainties, respectively.
Nuisance parameters ✓k are constrained using standard
normal distributions G(✓k) in Eq. 8 for relative and abso-
lute uncertainties ✏ijk of a source k for a component j and
a given bin i. Systematic and statistical uncertainties are
separated from each other using scans of the likelihood
contour in which the systematic nuisance parameters are
kept fixed at their best fit value.

The largest multiplicative systematic uncertainty on
both branching fractions stems from the uncertainty on

the tagging calibration (see the previous section). It is
evaluated by shifting the central value of the combined
correction factor according to its statistical and system-
atic uncertainty. This results in a relative uncertainty of
6.2%. The second largest uncertainty for B+

! ⇡0 `+⌫`
is given by the statistical uncertainty on the signal re-
construction e�ciency. Its uncertainty is evaluated us-
ing binomial uncertainties, following the prescription of
Ref. [33]. Another large multiplicative uncertainty stems
from the LLID e�ciency, which is corrected in the simu-
lation using data-driven methods. The statistical and
systematic uncertainty on these correction factors are
propagated and result in an uncertainty of 1.81% and
1.97% for �B(B+

! `+⌫`�) and B(B+
! ⇡0 `+⌫`), re-

spectively. The remaining two multiplicative uncertain-
ties are from the number of BB pairs, used to convert
the measured yield into (partial) branching fractions,
and the uncertainty on reconstruction e�ciency di↵er-
ences between the simulation and recorded collisions of
charged tracks. The tracking e�ciency di↵erences are
studied using D⇤

! D0⇡ decays with D0
! ⇡⇡K0

S and
K0

S ! ⇡+⇡�. The uncertainty on NBB results in a rel-
ative error of 1.37% and for the tracking e�ciency an
uncertainty of 0.35% for the single signal side track is
found.

TABLE I: Systematic uncertainties for the simultaneous fit
of both final states.

B(B+ ! ⇡0 `+⌫̀ ) �B(B+ ! `+⌫̀ �)

Source in 10�5 in 10�6

Calibration ±0.49 ±0.09

Reconstruction e�ciency ±0.20 ±0.01

LLID e�ciency ±0.16 ±0.02

NBB ±0.11 ±0.02

Tracking e�ciency ±0.03 ±0.0

Peaking background BDT ±0.02 ±0.24

PDF templates ±0.08 ±0.18

BCL model ±0.25 ±0.01

Reconstructed tag channel ±0.01 ±0.14

B ! Xu`
+⌫` ±0.02 ±0.07

Signal model ±0.00 ±0.03

Combined ±0.62 ±0.36

The largest additive systematic uncertainty for the
B+

! `+⌫`� partial branching fraction measurement
stems from the systematic uncertainty assigned to the
multivariate method that suppresses peaking background
contributions. This uncertainty is evaluated by reweight-
ing the MC samples to the distribution of the input vari-
ables used for the classification on data. The distribution
which gives the largest deviation from the nominal result
is used to estimate the uncertainty. The second largest
additive uncertainty for the B+

! `+⌫`� partial branch-
ing fraction measurement is due to limited MC statistics.
The uncertainty is evaluated for each MC sample individ-
ually by producing a large ensemble of templates, where

ca. 2% and 1.8% 
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the beam-constrained mass of the B
sig

candidate (recon-

structed from the D0 and the lepton), Mbc > 4.5GeV,
and the cosine of the angle between the true B meson
(calculated from beam energy and momentum) and the
reconstructed D` system, | cos(✓BD`)| < 3.0. An uncon-
strained vertex fit is applied on the D and B candidates
and candidates with a p-value of the fit of p�2 > 0.01 are
retained.

The tag e�ciency calibration factor is calculated by
extracting the number of signal decays on data and com-
paring to the expected number of events from the MC
simulation. The signal yield is determined using a binned
maximum likelihood fit (cf. Section III ) of the M2

miss dis-
tribution, reconstructed as

M2

miss = m2

⌫ =
⇣
pBsig

� p` � pD
⌘2

. (13)

The obtained calibration factors of the three channels are
shown in Fig. 1 and the global calibration factor is found
to be ✏ = 0.825± 0.014 (stat.)± 0.049 (syst.).

To validate the found calibration factor, we measure
the branching fraction of the B+

! ⇡0 `+⌫` decay and
compare it to the current world average. We obtain
B(B+

! ⇡0 `+⌫`) = (7.8± 0.6 (stat.))⇥ 10�5, which is in
agreement with the average BPDG(B

+
! ⇡0 `+⌫`) =

(7.80± 0.27)⇥ 10�5 of Ref. [26].

V. SYSTEMATIC UNCERTAINTIES

There are several systematic uncertainties that a↵ect
the measured yields and partial branching fractions: Ta-
ble I summarizes the most important sources of uncer-
tainty for the B+

! `+⌫`� and B+
! ⇡0 `+⌫` branching

fraction measurements.
The e↵ect of all systematic uncertainties are directly

incorporated into the likelihood Eq. 7 via the replacement
of

⌫j fij ! ⌫j fij ⇥
systY

k

�
1 + ✓k✏ijk

�
, (14)

and

⌫j fij ! ⌫j fij +
systX

k

✓k✏ijk , (15)

for multiplicative and additive uncertainties, respectively.
Nuisance parameters ✓k are constrained using standard
normal distributions G(✓k) in Eq. 8 for relative and abso-
lute uncertainties ✏ijk of a source k for a component j and
a given bin i. Systematic and statistical uncertainties are
separated from each other using scans of the likelihood
contour in which the systematic nuisance parameters are
kept fixed at their best fit value.

The largest multiplicative systematic uncertainty on
both branching fractions stems from the uncertainty on

the tagging calibration (see the previous section). It is
evaluated by shifting the central value of the combined
correction factor according to its statistical and system-
atic uncertainty. This results in a relative uncertainty of
6.2%. The second largest uncertainty for B+

! ⇡0 `+⌫`
is given by the statistical uncertainty on the signal re-
construction e�ciency. Its uncertainty is evaluated us-
ing binomial uncertainties, following the prescription of
Ref. [33]. Another large multiplicative uncertainty stems
from the LLID e�ciency, which is corrected in the simu-
lation using data-driven methods. The statistical and
systematic uncertainty on these correction factors are
propagated and result in an uncertainty of 1.81% and
1.97% for �B(B+

! `+⌫`�) and B(B+
! ⇡0 `+⌫`), re-

spectively. The remaining two multiplicative uncertain-
ties are from the number of BB pairs, used to convert
the measured yield into (partial) branching fractions,
and the uncertainty on reconstruction e�ciency di↵er-
ences between the simulation and recorded collisions of
charged tracks. The tracking e�ciency di↵erences are
studied using D⇤

! D0⇡ decays with D0
! ⇡⇡K0

S and
K0

S ! ⇡+⇡�. The uncertainty on NBB results in a rel-
ative error of 1.37% and for the tracking e�ciency an
uncertainty of 0.35% for the single signal side track is
found.

TABLE I: Systematic uncertainties for the simultaneous fit
of both final states.

B(B+ ! ⇡0 `+⌫̀ ) �B(B+ ! `+⌫̀ �)

Source in 10�5 in 10�6

Calibration ±0.49 ±0.09

Reconstruction e�ciency ±0.20 ±0.01

LLID e�ciency ±0.16 ±0.02

NBB ±0.11 ±0.02

Tracking e�ciency ±0.03 ±0.0

Peaking background BDT ±0.02 ±0.24

PDF templates ±0.08 ±0.18

BCL model ±0.25 ±0.01

Reconstructed tag channel ±0.01 ±0.14

B ! Xu`
+⌫` ±0.02 ±0.07

Signal model ±0.00 ±0.03

Combined ±0.62 ±0.36

The largest additive systematic uncertainty for the
B+

! `+⌫`� partial branching fraction measurement
stems from the systematic uncertainty assigned to the
multivariate method that suppresses peaking background
contributions. This uncertainty is evaluated by reweight-
ing the MC samples to the distribution of the input vari-
ables used for the classification on data. The distribution
which gives the largest deviation from the nominal result
is used to estimate the uncertainty. The second largest
additive uncertainty for the B+

! `+⌫`� partial branch-
ing fraction measurement is due to limited MC statistics.
The uncertainty is evaluated for each MC sample individ-
ually by producing a large ensemble of templates, where
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the beam-constrained mass of the B
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candidate (recon-

structed from the D0 and the lepton), Mbc > 4.5GeV,
and the cosine of the angle between the true B meson
(calculated from beam energy and momentum) and the
reconstructed D` system, | cos(✓BD`)| < 3.0. An uncon-
strained vertex fit is applied on the D and B candidates
and candidates with a p-value of the fit of p�2 > 0.01 are
retained.

The tag e�ciency calibration factor is calculated by
extracting the number of signal decays on data and com-
paring to the expected number of events from the MC
simulation. The signal yield is determined using a binned
maximum likelihood fit (cf. Section III ) of the M2

miss dis-
tribution, reconstructed as

M2

miss = m2

⌫ =
⇣
pBsig

� p` � pD
⌘2

. (13)

The obtained calibration factors of the three channels are
shown in Fig. 1 and the global calibration factor is found
to be ✏ = 0.825± 0.014 (stat.)± 0.049 (syst.).

To validate the found calibration factor, we measure
the branching fraction of the B+

! ⇡0 `+⌫` decay and
compare it to the current world average. We obtain
B(B+

! ⇡0 `+⌫`) = (7.8± 0.6 (stat.))⇥ 10�5, which is in
agreement with the average BPDG(B

+
! ⇡0 `+⌫`) =

(7.80± 0.27)⇥ 10�5 of Ref. [26].

V. SYSTEMATIC UNCERTAINTIES

There are several systematic uncertainties that a↵ect
the measured yields and partial branching fractions: Ta-
ble I summarizes the most important sources of uncer-
tainty for the B+

! `+⌫`� and B+
! ⇡0 `+⌫` branching

fraction measurements.
The e↵ect of all systematic uncertainties are directly

incorporated into the likelihood Eq. 7 via the replacement
of

⌫j fij ! ⌫j fij ⇥
systY

k
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1 + ✓k✏ijk

�
, (14)

and

⌫j fij ! ⌫j fij +
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✓k✏ijk , (15)

for multiplicative and additive uncertainties, respectively.
Nuisance parameters ✓k are constrained using standard
normal distributions G(✓k) in Eq. 8 for relative and abso-
lute uncertainties ✏ijk of a source k for a component j and
a given bin i. Systematic and statistical uncertainties are
separated from each other using scans of the likelihood
contour in which the systematic nuisance parameters are
kept fixed at their best fit value.

The largest multiplicative systematic uncertainty on
both branching fractions stems from the uncertainty on

the tagging calibration (see the previous section). It is
evaluated by shifting the central value of the combined
correction factor according to its statistical and system-
atic uncertainty. This results in a relative uncertainty of
6.2%. The second largest uncertainty for B+

! ⇡0 `+⌫`
is given by the statistical uncertainty on the signal re-
construction e�ciency. Its uncertainty is evaluated us-
ing binomial uncertainties, following the prescription of
Ref. [33]. Another large multiplicative uncertainty stems
from the LLID e�ciency, which is corrected in the simu-
lation using data-driven methods. The statistical and
systematic uncertainty on these correction factors are
propagated and result in an uncertainty of 1.81% and
1.97% for �B(B+

! `+⌫`�) and B(B+
! ⇡0 `+⌫`), re-

spectively. The remaining two multiplicative uncertain-
ties are from the number of BB pairs, used to convert
the measured yield into (partial) branching fractions,
and the uncertainty on reconstruction e�ciency di↵er-
ences between the simulation and recorded collisions of
charged tracks. The tracking e�ciency di↵erences are
studied using D⇤

! D0⇡ decays with D0
! ⇡⇡K0

S and
K0

S ! ⇡+⇡�. The uncertainty on NBB results in a rel-
ative error of 1.37% and for the tracking e�ciency an
uncertainty of 0.35% for the single signal side track is
found.

TABLE I: Systematic uncertainties for the simultaneous fit
of both final states.

B(B+ ! ⇡0 `+⌫̀ ) �B(B+ ! `+⌫̀ �)

Source in 10�5 in 10�6

Calibration ±0.49 ±0.09

Reconstruction e�ciency ±0.20 ±0.01

LLID e�ciency ±0.16 ±0.02

NBB ±0.11 ±0.02

Tracking e�ciency ±0.03 ±0.0

Peaking background BDT ±0.02 ±0.24

PDF templates ±0.08 ±0.18

BCL model ±0.25 ±0.01

Reconstructed tag channel ±0.01 ±0.14

B ! Xu`
+⌫` ±0.02 ±0.07

Signal model ±0.00 ±0.03

Combined ±0.62 ±0.36

The largest additive systematic uncertainty for the
B+

! `+⌫`� partial branching fraction measurement
stems from the systematic uncertainty assigned to the
multivariate method that suppresses peaking background
contributions. This uncertainty is evaluated by reweight-
ing the MC samples to the distribution of the input vari-
ables used for the classification on data. The distribution
which gives the largest deviation from the nominal result
is used to estimate the uncertainty. The second largest
additive uncertainty for the B+

! `+⌫`� partial branch-
ing fraction measurement is due to limited MC statistics.
The uncertainty is evaluated for each MC sample individ-
ually by producing a large ensemble of templates, where

Mult. :

Additive :
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(a) Electron final state. (b) Muon final state.

Figure 8.1.: Resulting M2
miss distributions for the B+

æ ¸+‹¸“ sample after the fit on
data. The gray component shows all PDFs stacked.

(a) Electron final state. (b) Muon final state.

Figure 8.2.: Resulting M2
miss distributions for the B+

æ fi0¸+‹¸ sample after the fit on
data. The gray component shows all PDFs stacked. The samples are used to
constrain the B(B+

æ fi0¸+‹¸) during the fit to the nominal sample.

of B+
æ fi

0
¸
+

‹¸ can be significantly measured in each final state. However, a
significant measurement of the partial branching fraction of B+

æ ¸
+

‹¸“ is not
possible. The combined measurement including both final states shows the smallest
statistical uncertainty and the highest significance. This is expected since the fit
is more stable due to the increased statistics.
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B+ → e+νeγ B+ → μ+νμγ

B+ → π0e+νe B+ → π0μ+νμ

Signal
B → π0ℓν̄ℓ

B → π0ℓν̄ℓ

Background

B → Xuℓν̄ℓ
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where ‹tot denotes the total number of entries in the binned histogram, x
low

i (xup

i )
is the lower (upper) bin border and P(x, ◊) is the PDF containing the Poisson
term. For computational reasons the negative log-likelihood is minimized given by

L(‹tot, ◊) = ≠‹tot +
Nÿ

i=1

ni log ‹i(‹tot, ◊), (6.2)

where N is the number of bins.
The branching fraction is calculated using the number of extracted signal events
from the fit with

B = Nsig,i

‘i · 2 · B(�(4S) æ B+B≠) · N
BB̄

, (6.3)

where i is the final state, Nsig,i is the number of signal events, ‘i denotes the
reconstruction e�ciency and N

BB
is the number of recorded BB̄ events in the full

data set. The reconstruction e�ciency is calculated as the ratio of reconstructed
signal events to the number of generated signal events for the final state on MC.
For the measurement of the partial branching fraction �B(B+

æ ¸
+

‹¸“) the
reconstruction e�ciency is calculated only on signal MC events which fulfill the
cut on the signal-side photon energy of E“ > 1.0 GeV on generator level.

6.2 The B+
æ ¸

+
‹¸“ Fit Model

The template PDFs are generated from the MC distributions of the squared missing
mass M

2

miss of the B+
æ ¸

+
‹¸“ sample with equally sized bins of 0.15 GeV. A

combination of four PDFs for each final state is used:

B+ æ ¸+‹¸“ signal The signal template is generated from a high statistics
sample containing 10 ◊ 106 B+

æ ¸
+

‹¸“ events per final state.

B+ æ fi0¸+‹¸ background The template is generated from a high statistics
sample containing 5 ◊ 106 B+

æ fi
0
¸
+

‹¸ MC events per final state.

B æ Xu¸+‹¸ background This component contains B æ Xu¸‹¸ decays, where
Xu indicates a light meson (÷, fl

0, ÷
Õ, Ê, fi

+ or fl
+). The PDF is generated

from the b æ u¸‹¸ (corresponding to 20 times the luminosity) and the
B+

æ ÷¸
+

‹¸ MC samples.

Remaining background The remaining background template is generated from
nine streams of generic b æ c decays, five streams of continuum decays, the
complete rare MC sample (corresponding to 50 times the luminosity) and
the resonant decays of the b æ u¸‹¸ sample (corresponding to 20 times the
luminosity).

Δ

Efficiency to maps yields to 
partial BF with Eγ > 1 GeV
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(a) True signal photon energy. (b) Applied weights.

Figure 8.7.: Distributions for the B+
æ ¸+‹¸“ EvtGen model systematic.

BCL model is evaluated by reweighting the B+
æ fi

0
¸
+

‹¸ MC decays, where the
individual event weights are varied by their 1‡ uncertainty. The fit is repeated and
the averaged di�erence to the nominal fit result is taken as systematic uncertainty.

8.3 Extraction of ⁄B and Vub

As introduced in Section 2.2 the axial and vector form factor of the B+
æ ¸

+
‹¸“

decay depend on the first inverse momentum ⁄B of the LCDA of the B meson, a
parameter which is hard to predict by theoretical calculations. The measurement
of the partial branching fraction provides a way to extract this parameter experi-
mentally. In the following two approaches are presented for the extraction of ⁄B .
In Equation (2.4) it is shown that the branching ratio of B+

æ ¸
+

‹¸“ depends
on the CKM matrix element |Vub|. The dependence of the partial branching
fraction for di�erent values of |Vub | from exclusive and inclusive measurements
can be seen in Figure 8.8. The expressions in Equation (2.4) are numerically
integrated and solved for ⁄B to extract a lower limit from the measured upper limit
of �B(B+

æ ¸
+

‹¸“). A detailed description of those expressions and the used
parameters can be found in Reference [6]. To take the theoretical uncertainties
into account, the parameters are varied by the proposed uncertainty range in
Reference [6]. The individual uncertainties are assumed to be independent and are
added in quadrature. This theoretical uncertainty is convolved with the likelihood
to obtain a new upper limit, as described before. The obtained limit is higher than
the previous one, which includes only the statistical and systematic uncertainties
and is used to set the lower limit on ⁄B . The results for di�erent values of |Vub |

can be found in Table 8.7.

Studied two signal models: 
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the beam-constrained mass of the B
sig

candidate (recon-

structed from the D0 and the lepton), Mbc > 4.5GeV,
and the cosine of the angle between the true B meson
(calculated from beam energy and momentum) and the
reconstructed D` system, | cos(✓BD`)| < 3.0. An uncon-
strained vertex fit is applied on the D and B candidates
and candidates with a p-value of the fit of p�2 > 0.01 are
retained.

The tag e�ciency calibration factor is calculated by
extracting the number of signal decays on data and com-
paring to the expected number of events from the MC
simulation. The signal yield is determined using a binned
maximum likelihood fit (cf. Section III ) of the M2

miss dis-
tribution, reconstructed as

M2

miss = m2

⌫ =
⇣
pBsig

� p` � pD
⌘2

. (13)

The obtained calibration factors of the three channels are
shown in Fig. 1 and the global calibration factor is found
to be ✏ = 0.825± 0.014 (stat.)± 0.049 (syst.).

To validate the found calibration factor, we measure
the branching fraction of the B+

! ⇡0 `+⌫` decay and
compare it to the current world average. We obtain
B(B+

! ⇡0 `+⌫`) = (7.8± 0.6 (stat.))⇥ 10�5, which is in
agreement with the average BPDG(B

+
! ⇡0 `+⌫`) =

(7.80± 0.27)⇥ 10�5 of Ref. [26].

V. SYSTEMATIC UNCERTAINTIES

There are several systematic uncertainties that a↵ect
the measured yields and partial branching fractions: Ta-
ble I summarizes the most important sources of uncer-
tainty for the B+

! `+⌫`� and B+
! ⇡0 `+⌫` branching

fraction measurements.
The e↵ect of all systematic uncertainties are directly

incorporated into the likelihood Eq. 7 via the replacement
of

⌫j fij ! ⌫j fij ⇥
systY

k

�
1 + ✓k✏ijk

�
, (14)

and

⌫j fij ! ⌫j fij +
systX

k

✓k✏ijk , (15)

for multiplicative and additive uncertainties, respectively.
Nuisance parameters ✓k are constrained using standard
normal distributions G(✓k) in Eq. 8 for relative and abso-
lute uncertainties ✏ijk of a source k for a component j and
a given bin i. Systematic and statistical uncertainties are
separated from each other using scans of the likelihood
contour in which the systematic nuisance parameters are
kept fixed at their best fit value.

The largest multiplicative systematic uncertainty on
both branching fractions stems from the uncertainty on

the tagging calibration (see the previous section). It is
evaluated by shifting the central value of the combined
correction factor according to its statistical and system-
atic uncertainty. This results in a relative uncertainty of
6.2%. The second largest uncertainty for B+

! ⇡0 `+⌫`
is given by the statistical uncertainty on the signal re-
construction e�ciency. Its uncertainty is evaluated us-
ing binomial uncertainties, following the prescription of
Ref. [33]. Another large multiplicative uncertainty stems
from the LLID e�ciency, which is corrected in the simu-
lation using data-driven methods. The statistical and
systematic uncertainty on these correction factors are
propagated and result in an uncertainty of 1.81% and
1.97% for �B(B+

! `+⌫`�) and B(B+
! ⇡0 `+⌫`), re-

spectively. The remaining two multiplicative uncertain-
ties are from the number of BB pairs, used to convert
the measured yield into (partial) branching fractions,
and the uncertainty on reconstruction e�ciency di↵er-
ences between the simulation and recorded collisions of
charged tracks. The tracking e�ciency di↵erences are
studied using D⇤

! D0⇡ decays with D0
! ⇡⇡K0

S and
K0

S ! ⇡+⇡�. The uncertainty on NBB results in a rel-
ative error of 1.37% and for the tracking e�ciency an
uncertainty of 0.35% for the single signal side track is
found.

TABLE I: Systematic uncertainties for the simultaneous fit
of both final states.

B(B+ ! ⇡0 `+⌫̀ ) �B(B+ ! `+⌫̀ �)

Source in 10�5 in 10�6

Calibration ±0.49 ±0.09

Reconstruction e�ciency ±0.20 ±0.01

LLID e�ciency ±0.16 ±0.02

NBB ±0.11 ±0.02

Tracking e�ciency ±0.03 ±0.0

Peaking background BDT ±0.02 ±0.24

PDF templates ±0.08 ±0.18

BCL model ±0.25 ±0.01

Reconstructed tag channel ±0.01 ±0.14

B ! Xu`
+⌫` ±0.02 ±0.07

Signal model ±0.00 ±0.03

Combined ±0.62 ±0.36

The largest additive systematic uncertainty for the
B+

! `+⌫`� partial branching fraction measurement
stems from the systematic uncertainty assigned to the
multivariate method that suppresses peaking background
contributions. This uncertainty is evaluated by reweight-
ing the MC samples to the distribution of the input vari-
ables used for the classification on data. The distribution
which gives the largest deviation from the nominal result
is used to estimate the uncertainty. The second largest
additive uncertainty for the B+

! `+⌫`� partial branch-
ing fraction measurement is due to limited MC statistics.
The uncertainty is evaluated for each MC sample individ-
ually by producing a large ensemble of templates, where

‘LNUGAMMA’

‘New model’
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(a) Two-dimensional likelihood scan (b) One-dimensional likelihood scan and Bayesian PDF

FIG. 3: Plot (a) shows the two-dimensional likelihood ratio contour �2� for the combined measurement of B+ ! `+⌫̀ � and
B+ ! ⇡0 `+⌫̀ . The ellipses correspond to the given confidence level, including systematic uncertainties. Plot (b) shows the
one-dimensional likelihood contour and its conversion into a Bayesian PDF F(⌫j |n) using a flat prior for the B+ ! `+⌫̀ �
measurement, see Section III for details.

three (B+
! ⇡0 `+⌫`) event types detailed in Section III.

The fitted B+
! `+⌫`� signal, B+

! ⇡0 `+⌫` normal-
ization and other background contributions are shown
as colored histograms and the summed signal plus back-
ground template is shown as a filled gray histogram. The
observed partial branching fraction of B+

! `+⌫`� with
E� > 1 GeV is

�B(B+
! `+⌫`�) = (1.4± 1.0± 0.4)⇥ 10�6 , (16)

where the first error is statistical and the second error
contains all systematic uncertainties discussed in Sec-
tion V. The significance over the background-only hy-
pothesis for the B+

! `+⌫`� signal, as calculated us-
ing the likelihood ratio, is 1.4 standard deviations. The
B+

! ⇡0 `+⌫` branching fraction is found to be

B(B+
! ⇡0 `+⌫`) = (7.9± 0.6± 0.6)⇥ 10�5 , (17)

and has better statistical precision than the measurement
of Ref. [34]1. A summary of all fit results, including fits of
the individual electron and muon samples, is presented in
Table II. Figure 3a shows the two-dimensional likelihood
ratio contours of �2� (see Eq. 10) for both branching
fractions. The correlation between �B(B+

! `+⌫`�)
and B(B+

! ⇡0 `+⌫`) is found to be ⇢ = �2.7%.
Due to the low significance of the measured B+

!

`+⌫`� signal, we convert the likelihood into a Bayesian

1
The statistical overlap with the previous measurement is un-

known. Since the current result is not measured in bins of q
2
,

the previous result should still be used for the determination of

|Vub | and world averages of the branching fraction.

probability density function (PDF), with the proce-
dure detailed in Section III. Figure 3b shows the one-
dimensional likelihood ratio scan and the obtained
Bayesian PDF, which was obtained using a flat prior in
the partial branching fraction. The resulting limit for
B+

! `+⌫`� at 90% CL is

�B(B+
! `+⌫`�) < 3.0⇥ 10�6 at 90%CL . (18)

This provides a significantly more stringent limit than
previous searches, and a summary of previous limits and
individual limits for the electron and muon signal channel
can be found in Table III.
Using the B+

! `+⌫`� and B+
! ⇡0 `+⌫` branching

fractions, the first inverse moment �B of the leading-
twist B meson light-cone distribution amplitude �+ can
be determined. Instead of directly using the measured
B+

! `+⌫`� partial branching fraction, we use the the-
oretically well understood B+

! ⇡0 `+⌫` decay rate to
derive a measurement of �B which is independent of Vub .
The value of �B is related to this ratio as

R⇡ =
�B(B+

! `+⌫`�)

B(B+
! ⇡0 `+⌫`)

=
��(�B )

�(B+
! ⇡0 `+⌫`)

, (19)

with ��(�B ) denoting the partial decay rate as a func-

tion of �B with E� > 1 GeV, and �(B+
! ⇡0 `+⌫`)

denoting the total decay rate of B+
! ⇡0 `+⌫`. Using

the central values and the full experimental covariance
we measure

Rmeas

⇡ = (1.7± 1.4)⇥ 10�2 . (20)

For the prediction of the B+
! ⇡0 `+⌫`

decay rate, we use the global fit [22] of
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as colored histograms and the summed signal plus back-
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contains all systematic uncertainties discussed in Sec-
tion V. The significance over the background-only hy-
pothesis for the B+

! `+⌫`� signal, as calculated us-
ing the likelihood ratio, is 1.4 standard deviations. The
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! ⇡0 `+⌫` branching fraction is found to be
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and has better statistical precision than the measurement
of Ref. [34]1. A summary of all fit results, including fits of
the individual electron and muon samples, is presented in
Table II. Figure 3a shows the two-dimensional likelihood
ratio contours of �2� (see Eq. 10) for both branching
fractions. The correlation between �B(B+
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and B(B+

! ⇡0 `+⌫`) is found to be ⇢ = �2.7%.
Due to the low significance of the measured B+
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`+⌫`� signal, we convert the likelihood into a Bayesian
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The statistical overlap with the previous measurement is un-

known. Since the current result is not measured in bins of q
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,

the previous result should still be used for the determination of

|Vub | and world averages of the branching fraction.

probability density function (PDF), with the proce-
dure detailed in Section III. Figure 3b shows the one-
dimensional likelihood ratio scan and the obtained
Bayesian PDF, which was obtained using a flat prior in
the partial branching fraction. The resulting limit for
B+

! `+⌫`� at 90% CL is

�B(B+
! `+⌫`�) < 3.0⇥ 10�6 at 90%CL . (18)

This provides a significantly more stringent limit than
previous searches, and a summary of previous limits and
individual limits for the electron and muon signal channel
can be found in Table III.
Using the B+

! `+⌫`� and B+
! ⇡0 `+⌫` branching

fractions, the first inverse moment �B of the leading-
twist B meson light-cone distribution amplitude �+ can
be determined. Instead of directly using the measured
B+

! `+⌫`� partial branching fraction, we use the the-
oretically well understood B+

! ⇡0 `+⌫` decay rate to
derive a measurement of �B which is independent of Vub .
The value of �B is related to this ratio as

R⇡ =
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��(�B )
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with ��(�B ) denoting the partial decay rate as a func-

tion of �B with E� > 1 GeV, and �(B+
! ⇡0 `+⌫`)

denoting the total decay rate of B+
! ⇡0 `+⌫`. Using

the central values and the full experimental covariance
we measure

Rmeas

⇡ = (1.7± 1.4)⇥ 10�2 . (20)

For the prediction of the B+
! ⇡0 `+⌫`

decay rate, we use the global fit [22] of

!

B(B+
! ⇡0 `+⌫`) = (7.9± 0.6± 0.6)⇥ 10�5 ,
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TABLE II: Measured central values and the corresponding
significance for the di↵erent channels.

` B(B+ ! ⇡
0
`
+
⌫̀ ) (10

�5
) � �B(B+ ! `

+
⌫̀ �) (10

�6
) �

e 8.3+0.9
�0.8 ± 0.9 8.0 1.7+1.6

�1.4 ± 0.7 1.1

µ 7.5+0.8
�0.8 ± 0.6 9.6 1.0+1.4

�1.0 ± 0.4 0.8

e, µ 7.9+0.6
�0.6 ± 0.6 12.6 1.4+1.0

�1.0 ± 0.4 1.4

TABLE III: Comparison to previous results of the partial
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For the partial B+
! `+⌫`� decay rate the predictions

and uncertainties of Ref. [7] extrapolated to E� > 1 GeV
are used. In Ref. [7] three di↵erent models are used to
evaluate the dependence of the partial decay rate on the
functional form of the light-cone distribution amplitude.
Figure 4 shows the predicted and measured R⇡ ratio
as a function of �B . We solve Eq. 19 numerically and
in Table IV the determined value of �B for each of the
three models are given, including the corresponding
theoretical uncertainties of Ref. [7]. We use the shift in
the central value between all three models to also quote
a value of �B , whose uncertainty should incorporate the
overall model dependence. For this we find

�B = 0.36+0.25
�0.08

+0.03
�0.03

+0.03
�0.03GeV = 0.36+0.25

�0.09GeV , (21)

where the first uncertainty is experimental, the second
from the theoretical uncertainty on the B+

! `+⌫`�
prediction of Ref. [7] and the B+

! ⇡0 `+⌫` uncertainty
from Ref. [22], and the third uncertainty is due to the
light-cone distribution amplitude model dependence. We
further obtain a one-sided limit of

�B > 0.24GeV (22)

at 90% CL.
Note, that these estimates might su↵er from additional

uncertainties from the extrapolation to E� > 1 GeV. Fur-
ther details can be found in Ref. [7].

VII. SUMMARY

In this manuscript, an improved search for the radia-
tive leptonic decay B+

! `+⌫`� on the full Belle data set
recorded at the ⌥(4S ) resonance is presented. The re-
sults improve the previous analysis by our collaboration
and increase the signal e�ciency by a factor of three. In

TABLE IV: The determined values of �B using the
predictions of Ref. [7] are given. A detailed description of
the three approaches to model the functional form of the
light-cone distribution amplitude (LCDA) can be found in
Ref. [7]. The first uncertainty are experimental and the
second from theory.
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FIG. 4: The theory prediction of Refs. [7] and [22] (red line
with 1� uncertainties) for R⇡ is compared to the measured
value and 1� uncertainty (blue dashed line and band). The
dark red band shows the theoretical uncertainty, the light
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addition, the description of the important B+
! ⇡0 `+⌫`

background was improved, by analyzing simultaneously
B+

! ⇡0 `+⌫` signal events and using the global fit result
of Ref. [22] to describe its form factors. The large im-
provement in sensitivity stems from employing a newly
developed tagging algorithm developed for the Belle II
experiment, the Full Event Interpretation [12]. Although
this drastically improves the sensitivity, no significant sig-
nal of B+

! `+⌫`� decays is observed. As it is not possi-
ble to determine the statistical overlap with the previous
Belle result, this work supersedes Ref. [11].

The determined partial branching fraction for B+
!

`+⌫`� decays with photon energies E� > 1GeV in the
B

sig
rest frame is found to be

�B(B+
! `+⌫`�) = (1.4± 1.0± 0.4)⇥ 10�6 , (23)

with a significance of 1.4 standard deviations over the
background-only hypothesis. Using the likelihood con-
tour and a flat prior, we determine a Bayesian upper
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addition, the description of the important B+
! ⇡0 `+⌫`

background was improved, by analyzing simultaneously
B+

! ⇡0 `+⌫` signal events and using the global fit result
of Ref. [22] to describe its form factors. The large im-
provement in sensitivity stems from employing a newly
developed tagging algorithm developed for the Belle II
experiment, the Full Event Interpretation [12]. Although
this drastically improves the sensitivity, no significant sig-
nal of B+

! `+⌫`� decays is observed. As it is not possi-
ble to determine the statistical overlap with the previous
Belle result, this work supersedes Ref. [11].

The determined partial branching fraction for B+
!

`+⌫`� decays with photon energies E� > 1GeV in the
B

sig
rest frame is found to be

�B(B+
! `+⌫`�) = (1.4± 1.0± 0.4)⇥ 10�6 , (23)

with a significance of 1.4 standard deviations over the
background-only hypothesis. Using the likelihood con-
tour and a flat prior, we determine a Bayesian upper

from the fit with

B = Nsig,i

‘i · 2 · B(�(4S) æ B+B≠) · N
BB̄

,

is the final state, is the number of signal events,

Δ
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Usual approach: Use measured partial BF and  to solve for |Vub | λB8.3. Extraction of ⁄B and Vub 87

Figure 8.8.: Dependence of ⁄B on the measured quantity. The continuous lines correspond
to the |Vub | dependent method (left y-axis). The di�erent values for |Vub | can
be found in Table 8.7. The red dashed line represents the |Vub | independent
method (right y-axis).

The second method allows for a |Vub | independent determination of ⁄B . Besides
the partial branching fraction of the B+

æ ¸
+

‹¸“ decay, the branching fraction of
the B+

æ fi
0
¸
+

‹¸ decay is also measured. As shown in Section 2.3, the latter also
depends on the CKM matrix element |Vub|. By constructing the ratio, the CKM
matrix element drops out of the calculation and the equation can be solved for
⁄B . The dependence of ⁄B on the ratio can be seen in Figure 8.8. This method
is beneficial, since a large discrepancy between the inclusive and the exclusive
measurements of |Vub| exists (see Section 2.1) and its uncertainty does not have
to be considered. Furthermore, some experimental systematic uncertainties cancel
in the ratio, mainly the uncertainty on the tagging e�ciency correction. On the
other hand, a (small) theoretical uncertainty from the theory expression of the
B+

æ fi
0
¸
+

‹¸ rate and the statistical uncertainty from the measurement have to
be incorporated. As for the previous method, the theory expression is varied to
obtain the theoretical uncertainties. For the calculation of the ratio Gaussian
distributed uncertainties are assumed. Under this assumption an upper limit at
90% C.L. with a Bayesian prior of

R

A
�B(B+

æ ¸
+

‹¸“)
B(B+

æ fi
0
¸

+
‹¸)

B

< 4.2 ◊ 10≠2
, (8.6)

is found. This ratio is used to determine the limit on ⁄B . The result can be found
in Table 8.7.
As discussed in Section 2.4, QCD factorization results favor low values of ⁄B ¥

200 MeV, whereas QCD sum rules favor values around 500 MeV. All upper limits
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(a) Two-dimensional likelihood scan (b) One-dimensional likelihood scan and Bayesian PDF

FIG. 3: Plot (a) shows the two-dimensional likelihood ratio contour �2� for the combined measurement of B+ ! `+⌫̀ � and
B+ ! ⇡0 `+⌫̀ . The ellipses correspond to the given confidence level, including systematic uncertainties. Plot (b) shows the
one-dimensional likelihood contour and its conversion into a Bayesian PDF F(⌫j |n) using a flat prior for the B+ ! `+⌫̀ �
measurement, see Section III for details.

three (B+
! ⇡0 `+⌫`) event types detailed in Section III.

The fitted B+
! `+⌫`� signal, B+

! ⇡0 `+⌫` normal-
ization and other background contributions are shown
as colored histograms and the summed signal plus back-
ground template is shown as a filled gray histogram. The
observed partial branching fraction of B+

! `+⌫`� with
E� > 1 GeV is

�B(B+
! `+⌫`�) = (1.4± 1.0± 0.4)⇥ 10�6 , (16)

where the first error is statistical and the second error
contains all systematic uncertainties discussed in Sec-
tion V. The significance over the background-only hy-
pothesis for the B+

! `+⌫`� signal, as calculated us-
ing the likelihood ratio, is 1.4 standard deviations. The
B+

! ⇡0 `+⌫` branching fraction is found to be

B(B+
! ⇡0 `+⌫`) = (7.9± 0.6± 0.6)⇥ 10�5 , (17)

and has better statistical precision than the measurement
of Ref. [34]1. A summary of all fit results, including fits of
the individual electron and muon samples, is presented in
Table II. Figure 3a shows the two-dimensional likelihood
ratio contours of �2� (see Eq. 10) for both branching
fractions. The correlation between �B(B+

! `+⌫`�)
and B(B+

! ⇡0 `+⌫`) is found to be ⇢ = �2.7%.
Due to the low significance of the measured B+

!

`+⌫`� signal, we convert the likelihood into a Bayesian

1
The statistical overlap with the previous measurement is un-

known. Since the current result is not measured in bins of q
2
,

the previous result should still be used for the determination of

|Vub | and world averages of the branching fraction.

probability density function (PDF), with the proce-
dure detailed in Section III. Figure 3b shows the one-
dimensional likelihood ratio scan and the obtained
Bayesian PDF, which was obtained using a flat prior in
the partial branching fraction. The resulting limit for
B+

! `+⌫`� at 90% CL is

�B(B+
! `+⌫`�) < 3.0⇥ 10�6 at 90%CL . (18)

This provides a significantly more stringent limit than
previous searches, and a summary of previous limits and
individual limits for the electron and muon signal channel
can be found in Table III.
Using the B+

! `+⌫`� and B+
! ⇡0 `+⌫` branching

fractions, the first inverse moment �B of the leading-
twist B meson light-cone distribution amplitude �+ can
be determined. Instead of directly using the measured
B+

! `+⌫`� partial branching fraction, we use the the-
oretically well understood B+

! ⇡0 `+⌫` decay rate to
derive a measurement of �B which is independent of Vub .
The value of �B is related to this ratio as

R⇡ =
�B(B+

! `+⌫`�)

B(B+
! ⇡0 `+⌫`)

=
��(�B )

�(B+
! ⇡0 `+⌫`)

, (19)

with ��(�B ) denoting the partial decay rate as a func-

tion of �B with E� > 1 GeV, and �(B+
! ⇡0 `+⌫`)

denoting the total decay rate of B+
! ⇡0 `+⌫`. Using

the central values and the full experimental covariance
we measure

Rmeas

⇡ = (1.7± 1.4)⇥ 10�2 . (20)

For the prediction of the B+
! ⇡0 `+⌫`

decay rate, we use the global fit [22] of

Measure HFLAV BCL Fit (with FLAG input)
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FIG. 3: Plot (a) shows the two-dimensional likelihood ratio contour �2� for the combined measurement of B+ ! `+⌫̀ � and
B+ ! ⇡0 `+⌫̀ . The ellipses correspond to the given confidence level, including systematic uncertainties. Plot (b) shows the
one-dimensional likelihood contour and its conversion into a Bayesian PDF F(⌫j |n) using a flat prior for the B+ ! `+⌫̀ �
measurement, see Section III for details.

three (B+
! ⇡0 `+⌫`) event types detailed in Section III.

The fitted B+
! `+⌫`� signal, B+

! ⇡0 `+⌫` normal-
ization and other background contributions are shown
as colored histograms and the summed signal plus back-
ground template is shown as a filled gray histogram. The
observed partial branching fraction of B+

! `+⌫`� with
E� > 1 GeV is

�B(B+
! `+⌫`�) = (1.4± 1.0± 0.4)⇥ 10�6 , (16)

where the first error is statistical and the second error
contains all systematic uncertainties discussed in Sec-
tion V. The significance over the background-only hy-
pothesis for the B+

! `+⌫`� signal, as calculated us-
ing the likelihood ratio, is 1.4 standard deviations. The
B+

! ⇡0 `+⌫` branching fraction is found to be

B(B+
! ⇡0 `+⌫`) = (7.9± 0.6± 0.6)⇥ 10�5 , (17)

and has better statistical precision than the measurement
of Ref. [34]1. A summary of all fit results, including fits of
the individual electron and muon samples, is presented in
Table II. Figure 3a shows the two-dimensional likelihood
ratio contours of �2� (see Eq. 10) for both branching
fractions. The correlation between �B(B+

! `+⌫`�)
and B(B+

! ⇡0 `+⌫`) is found to be ⇢ = �2.7%.
Due to the low significance of the measured B+

!

`+⌫`� signal, we convert the likelihood into a Bayesian

1
The statistical overlap with the previous measurement is un-

known. Since the current result is not measured in bins of q
2
,

the previous result should still be used for the determination of

|Vub | and world averages of the branching fraction.

probability density function (PDF), with the proce-
dure detailed in Section III. Figure 3b shows the one-
dimensional likelihood ratio scan and the obtained
Bayesian PDF, which was obtained using a flat prior in
the partial branching fraction. The resulting limit for
B+

! `+⌫`� at 90% CL is

�B(B+
! `+⌫`�) < 3.0⇥ 10�6 at 90%CL . (18)

This provides a significantly more stringent limit than
previous searches, and a summary of previous limits and
individual limits for the electron and muon signal channel
can be found in Table III.
Using the B+

! `+⌫`� and B+
! ⇡0 `+⌫` branching

fractions, the first inverse moment �B of the leading-
twist B meson light-cone distribution amplitude �+ can
be determined. Instead of directly using the measured
B+

! `+⌫`� partial branching fraction, we use the the-
oretically well understood B+

! ⇡0 `+⌫` decay rate to
derive a measurement of �B which is independent of Vub .
The value of �B is related to this ratio as
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=
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with ��(�B ) denoting the partial decay rate as a func-

tion of �B with E� > 1 GeV, and �(B+
! ⇡0 `+⌫`)

denoting the total decay rate of B+
! ⇡0 `+⌫`. Using

the central values and the full experimental covariance
we measure

Rmeas

⇡ = (1.7± 1.4)⇥ 10�2 . (20)

For the prediction of the B+
! ⇡0 `+⌫`

decay rate, we use the global fit [22] of
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TABLE II: Measured central values and the corresponding
significance for the di↵erent channels.
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TABLE III: Comparison to previous results of the partial
branching fraction measurement. All limits correspond to
the 90% CL.
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⇥ (2.4± 0.2)⇥ 10�12 GeV.

For the partial B+
! `+⌫`� decay rate the predictions

and uncertainties of Ref. [7] extrapolated to E� > 1 GeV
are used. In Ref. [7] three di↵erent models are used to
evaluate the dependence of the partial decay rate on the
functional form of the light-cone distribution amplitude.
Figure 4 shows the predicted and measured R⇡ ratio
as a function of �B . We solve Eq. 19 numerically and
in Table IV the determined value of �B for each of the
three models are given, including the corresponding
theoretical uncertainties of Ref. [7]. We use the shift in
the central value between all three models to also quote
a value of �B , whose uncertainty should incorporate the
overall model dependence. For this we find

�B = 0.36+0.25
�0.08

+0.03
�0.03

+0.03
�0.03GeV = 0.36+0.25

�0.09GeV , (21)

where the first uncertainty is experimental, the second
from the theoretical uncertainty on the B+

! `+⌫`�
prediction of Ref. [7] and the B+

! ⇡0 `+⌫` uncertainty
from Ref. [22], and the third uncertainty is due to the
light-cone distribution amplitude model dependence. We
further obtain a one-sided limit of

�B > 0.24GeV (22)

at 90% CL.
Note, that these estimates might su↵er from additional

uncertainties from the extrapolation to E� > 1 GeV. Fur-
ther details can be found in Ref. [7].

VII. SUMMARY

In this manuscript, an improved search for the radia-
tive leptonic decay B+

! `+⌫`� on the full Belle data set
recorded at the ⌥(4S ) resonance is presented. The re-
sults improve the previous analysis by our collaboration
and increase the signal e�ciency by a factor of three. In

TABLE IV: The determined values of �B using the
predictions of Ref. [7] are given. A detailed description of
the three approaches to model the functional form of the
light-cone distribution amplitude (LCDA) can be found in
Ref. [7]. The first uncertainty are experimental and the
second from theory.

�B (GeV)

Model I 0.36+0.25
�0.08

+0.03
�0.03

Model II 0.38+0.25
�0.06

+0.05
�0.08

Model III 0.32+0.24
�0.07

+0.05
�0.08

FIG. 4: The theory prediction of Refs. [7] and [22] (red line
with 1� uncertainties) for R⇡ is compared to the measured
value and 1� uncertainty (blue dashed line and band). The
dark red band shows the theoretical uncertainty, the light
red band additionally contains the light-cone distribution
amplitude model dependence.

addition, the description of the important B+
! ⇡0 `+⌫`

background was improved, by analyzing simultaneously
B+

! ⇡0 `+⌫` signal events and using the global fit result
of Ref. [22] to describe its form factors. The large im-
provement in sensitivity stems from employing a newly
developed tagging algorithm developed for the Belle II
experiment, the Full Event Interpretation [12]. Although
this drastically improves the sensitivity, no significant sig-
nal of B+

! `+⌫`� decays is observed. As it is not possi-
ble to determine the statistical overlap with the previous
Belle result, this work supersedes Ref. [11].

The determined partial branching fraction for B+
!

`+⌫`� decays with photon energies E� > 1GeV in the
B

sig
rest frame is found to be

�B(B+
! `+⌫`�) = (1.4± 1.0± 0.4)⇥ 10�6 , (23)

with a significance of 1.4 standard deviations over the
background-only hypothesis. Using the likelihood con-
tour and a flat prior, we determine a Bayesian upper

Independent of |Vub |

some systematics cancel

Our new idea:
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(a) Two-dimensional likelihood scan (b) One-dimensional likelihood scan and Bayesian PDF

FIG. 3: Plot (a) shows the two-dimensional likelihood ratio contour �2� for the combined measurement of B+ ! `+⌫̀ � and
B+ ! ⇡0 `+⌫̀ . The ellipses correspond to the given confidence level, including systematic uncertainties. Plot (b) shows the
one-dimensional likelihood contour and its conversion into a Bayesian PDF F(⌫j |n) using a flat prior for the B+ ! `+⌫̀ �
measurement, see Section III for details.

three (B+
! ⇡0 `+⌫`) event types detailed in Section III.

The fitted B+
! `+⌫`� signal, B+

! ⇡0 `+⌫` normal-
ization and other background contributions are shown
as colored histograms and the summed signal plus back-
ground template is shown as a filled gray histogram. The
observed partial branching fraction of B+

! `+⌫`� with
E� > 1 GeV is

�B(B+
! `+⌫`�) = (1.4± 1.0± 0.4)⇥ 10�6 , (16)

where the first error is statistical and the second error
contains all systematic uncertainties discussed in Sec-
tion V. The significance over the background-only hy-
pothesis for the B+

! `+⌫`� signal, as calculated us-
ing the likelihood ratio, is 1.4 standard deviations. The
B+

! ⇡0 `+⌫` branching fraction is found to be

B(B+
! ⇡0 `+⌫`) = (7.9± 0.6± 0.6)⇥ 10�5 , (17)

and has better statistical precision than the measurement
of Ref. [34]1. A summary of all fit results, including fits of
the individual electron and muon samples, is presented in
Table II. Figure 3a shows the two-dimensional likelihood
ratio contours of �2� (see Eq. 10) for both branching
fractions. The correlation between �B(B+

! `+⌫`�)
and B(B+

! ⇡0 `+⌫`) is found to be ⇢ = �2.7%.
Due to the low significance of the measured B+

!

`+⌫`� signal, we convert the likelihood into a Bayesian

1
The statistical overlap with the previous measurement is un-

known. Since the current result is not measured in bins of q
2
,

the previous result should still be used for the determination of

|Vub | and world averages of the branching fraction.

probability density function (PDF), with the proce-
dure detailed in Section III. Figure 3b shows the one-
dimensional likelihood ratio scan and the obtained
Bayesian PDF, which was obtained using a flat prior in
the partial branching fraction. The resulting limit for
B+

! `+⌫`� at 90% CL is

�B(B+
! `+⌫`�) < 3.0⇥ 10�6 at 90%CL . (18)

This provides a significantly more stringent limit than
previous searches, and a summary of previous limits and
individual limits for the electron and muon signal channel
can be found in Table III.
Using the B+

! `+⌫`� and B+
! ⇡0 `+⌫` branching

fractions, the first inverse moment �B of the leading-
twist B meson light-cone distribution amplitude �+ can
be determined. Instead of directly using the measured
B+

! `+⌫`� partial branching fraction, we use the the-
oretically well understood B+

! ⇡0 `+⌫` decay rate to
derive a measurement of �B which is independent of Vub .
The value of �B is related to this ratio as

R⇡ =
�B(B+

! `+⌫`�)

B(B+
! ⇡0 `+⌫`)

=
��(�B )

�(B+
! ⇡0 `+⌫`)

, (19)

with ��(�B ) denoting the partial decay rate as a func-

tion of �B with E� > 1 GeV, and �(B+
! ⇡0 `+⌫`)

denoting the total decay rate of B+
! ⇡0 `+⌫`. Using

the central values and the full experimental covariance
we measure

Rmeas

⇡ = (1.7± 1.4)⇥ 10�2 . (20)

For the prediction of the B+
! ⇡0 `+⌫`

decay rate, we use the global fit [22] of

Measure HFLAV BCL Fit (with FLAG input)
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TABLE II: Measured central values and the corresponding
significance for the di↵erent channels.

` B(B+ ! ⇡
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�5
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+
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�6
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e 8.3+0.9
�0.8 ± 0.9 8.0 1.7+1.6

�1.4 ± 0.7 1.1

µ 7.5+0.8
�0.8 ± 0.6 9.6 1.0+1.4

�1.0 ± 0.4 0.8

e, µ 7.9+0.6
�0.6 ± 0.6 12.6 1.4+1.0

�1.0 ± 0.4 1.4

TABLE III: Comparison to previous results of the partial
branching fraction measurement. All limits correspond to
the 90% CL.

�B(B+ ! `+⌫̀ �) limit (10�6)

` BaBar [35] Belle [11] This work

e - < 6.1 < 4.3

µ - < 3.4 < 3.4

e, µ < 14 < 3.5 < 3.0

�(B+
! ⇡0 `+⌫`) = |Vub|

2
⇥ (2.4± 0.2)⇥ 10�12 GeV.

For the partial B+
! `+⌫`� decay rate the predictions

and uncertainties of Ref. [7] extrapolated to E� > 1 GeV
are used. In Ref. [7] three di↵erent models are used to
evaluate the dependence of the partial decay rate on the
functional form of the light-cone distribution amplitude.
Figure 4 shows the predicted and measured R⇡ ratio
as a function of �B . We solve Eq. 19 numerically and
in Table IV the determined value of �B for each of the
three models are given, including the corresponding
theoretical uncertainties of Ref. [7]. We use the shift in
the central value between all three models to also quote
a value of �B , whose uncertainty should incorporate the
overall model dependence. For this we find

�B = 0.36+0.25
�0.08

+0.03
�0.03

+0.03
�0.03GeV = 0.36+0.25

�0.09GeV , (21)

where the first uncertainty is experimental, the second
from the theoretical uncertainty on the B+

! `+⌫`�
prediction of Ref. [7] and the B+

! ⇡0 `+⌫` uncertainty
from Ref. [22], and the third uncertainty is due to the
light-cone distribution amplitude model dependence. We
further obtain a one-sided limit of

�B > 0.24GeV (22)

at 90% CL.
Note, that these estimates might su↵er from additional

uncertainties from the extrapolation to E� > 1 GeV. Fur-
ther details can be found in Ref. [7].

VII. SUMMARY

In this manuscript, an improved search for the radia-
tive leptonic decay B+

! `+⌫`� on the full Belle data set
recorded at the ⌥(4S ) resonance is presented. The re-
sults improve the previous analysis by our collaboration
and increase the signal e�ciency by a factor of three. In

TABLE IV: The determined values of �B using the
predictions of Ref. [7] are given. A detailed description of
the three approaches to model the functional form of the
light-cone distribution amplitude (LCDA) can be found in
Ref. [7]. The first uncertainty are experimental and the
second from theory.
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+0.03
�0.03

Model II 0.38+0.25
�0.06

+0.05
�0.08

Model III 0.32+0.24
�0.07

+0.05
�0.08

FIG. 4: The theory prediction of Refs. [7] and [22] (red line
with 1� uncertainties) for R⇡ is compared to the measured
value and 1� uncertainty (blue dashed line and band). The
dark red band shows the theoretical uncertainty, the light
red band additionally contains the light-cone distribution
amplitude model dependence.

addition, the description of the important B+
! ⇡0 `+⌫`

background was improved, by analyzing simultaneously
B+

! ⇡0 `+⌫` signal events and using the global fit result
of Ref. [22] to describe its form factors. The large im-
provement in sensitivity stems from employing a newly
developed tagging algorithm developed for the Belle II
experiment, the Full Event Interpretation [12]. Although
this drastically improves the sensitivity, no significant sig-
nal of B+

! `+⌫`� decays is observed. As it is not possi-
ble to determine the statistical overlap with the previous
Belle result, this work supersedes Ref. [11].

The determined partial branching fraction for B+
!

`+⌫`� decays with photon energies E� > 1GeV in the
B

sig
rest frame is found to be

�B(B+
! `+⌫`�) = (1.4± 1.0± 0.4)⇥ 10�6 , (23)

with a significance of 1.4 standard deviations over the
background-only hypothesis. Using the likelihood con-
tour and a flat prior, we determine a Bayesian upper
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addition, the description of the important B+
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background was improved, by analyzing simultaneously
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! ⇡0 `+⌫` signal events and using the global fit result
of Ref. [22] to describe its form factors. The large im-
provement in sensitivity stems from employing a newly
developed tagging algorithm developed for the Belle II
experiment, the Full Event Interpretation [12]. Although
this drastically improves the sensitivity, no significant sig-
nal of B+

! `+⌫`� decays is observed. As it is not possi-
ble to determine the statistical overlap with the previous
Belle result, this work supersedes Ref. [11].
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addition, the description of the important B+
! ⇡0 `+⌫`

background was improved, by analyzing simultaneously
B+

! ⇡0 `+⌫` signal events and using the global fit result
of Ref. [22] to describe its form factors. The large im-
provement in sensitivity stems from employing a newly
developed tagging algorithm developed for the Belle II
experiment, the Full Event Interpretation [12]. Although
this drastically improves the sensitivity, no significant sig-
nal of B+

! `+⌫`� decays is observed. As it is not possi-
ble to determine the statistical overlap with the previous
Belle result, this work supersedes Ref. [11].

The determined partial branching fraction for B+
!

`+⌫`� decays with photon energies E� > 1GeV in the
B

sig
rest frame is found to be

�B(B+
! `+⌫`�) = (1.4± 1.0± 0.4)⇥ 10�6 , (23)

with a significance of 1.4 standard deviations over the
background-only hypothesis. Using the likelihood con-
tour and a flat prior, we determine a Bayesian upper

90% CL limit of :

Our new idea:
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Paper has 3 different models 
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8.4. Comparison to Previous Analyses 89

Figure 8.9.: Scan of the partial branching fraction and the ratio for the extraction of |Vub |.
The gray hatched area indicates the region where no value of ⁄B and hence
|Vub | can be found numerically.

Table 8.8.: Comparison to previous results of the partial branching fraction measurement.
All limits correspond to the 90% C.L.

Final state
�B(B+

æ ¸+‹¸“) limit
1
10≠6

2

BaBar [2] Belle [1] This work
Electron - < 6.1 < 4.3
Muon - < 3.4 < 3.4
Both < 14 < 3.5 < 3.0

expected. Although no significant signal is observed, the statistical and systematic
uncertainties are reduced, resulting in a lower upper limit.
A decisive improvement of the analysis comes from the improved modeling of
the peaking background B+

æ fi
0
¸
+

‹¸. In Figure 5.14a it is shown that the
signal selection (mostly the cut on the signal-side photon energy) favors events
with low q

2. The flawed form factors lead to an overestimation of the B+
æ

fi
0
¸
+

‹¸ background in this region. In the previous Belle analysis, the yield of this
background component was fixed in the fit to the expected number of events
from MC. This might have forced the fit on data to underestimate the signal
contribution in the signal region. The current analysis solves this issue by an
improved decay model and fitting the B+

æ fi
0
¸
+

‹¸ background by making use of
an additional sample.

Vub = (4.6 ± 3.3) × 10−3

Can also use  to simultaneously solve for Rπ : Δℬ(ℬ → ℓν̄ℓγ) λB : |Vub |
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reduce the discrepancies between MC and data which contribute to most system-
atic uncertainties. The largest multiplicative uncertainty originates from the tag
e�ciency correction. First of all, improved MC samples will help to equalize the
performance of the tagging algorithm on MC and data. Its assigned systematic
uncertainty is currently dominated by the uncertainties from MC corrections
applied to the signal-side, which will then decrease. Supplementary, the statistical
uncertainty will be reduced due to the large data sample. The additive systematic
uncertainties in the current analysis are mostly evaluated by reweighting MC
distributions and taking the di�erence to the nominal result as a systematic un-
certainty. With improved MC samples, the di�erences to data should be reduced.
A reduction of the statistical and systematic uncertainty might also come from
larger background MC samples. In the current analysis it is found that the higher
M

2

miss region is dominantly populated by charged or neutral b æ c decays. Those
arise from combinatorial background, where in total ten streams are available for
the current Belle analysis, leading to large individual event weights and hence a
peaky background description. For Belle II it might be possible to produce more
MC samples at reasonable computing costs.
In summary, the statistical and systematic uncertainties will be reduced. How-
ever, at Belle II additional sources of systematic uncertainty might have to be
considered. The systematic uncertainties will likely dominate. An extrapolation
to the expected Belle II data set can be made using the currently measured
central values. The statistical uncertainties are scaled according to the expected
luminosity. The expected statistical uncertainty in percent with respect to the
current measurement can be seen in Table 8.9. It will be drastically reduced. In
addition, the expected significance is calculated under the assumption of Gaussian
distributed uncertainties. The given number does take the systematic uncertainty
into account, which is conservatively expected to decrease by 50%. Under these
assumptions, first evidence should be possible after two years of data taking. If
a significant measurement can be made with Belle II, it will be possible to set
central values for ⁄B and |Vub |. The introduced method to extract ⁄B indepen-
dently from |Vub | will then aim for the most precise measurement of ⁄B , since

Table 8.9.: Statistical uncertainties and significance of the improved Belle analysis and for
the expected Belle II data set with respect to the extracted partial branching
fraction of �B(B+

æ ¸+‹¸“)E“ >1.0 GeV.

Belle Belle II Belle II
711 fb≠1 5 ab≠1 50 ab≠1

Stat. uncertainty ±71% ±27% ±9%
Significance 1.3‡ 3.3‡ 6.4‡
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the theoretical uncertainties on |Vub| can be neglected and the most dominant
systematic uncertainties arising from the tag e�ciency correction will cancel in
the ratio R. In addition, it might then be possible to establish a new channel
to measure |Vub|. Figure 8.10 shows the projection for the measurement of ⁄B

and |Vub| with respect to measured central values. The ellipses correspond to the
expected statistical and systematic uncertainties. For the projection symmetric
Gaussian uncertainties are assumed. With an increased data set from Belle II the
uncertainties on the measured parameters can be drastically reduced by about
90%.

Figure 8.10.: Projection of the extraction of ⁄B and |Vub | for the expected Belle II data
sets. The ellipses correspond to the expected uncertainty.

At Belle II the partial branching fraction of B+
æ ¸

+
‹¸“ should ideally be mea-

sured for several cuts on the signal-side photon energy above 1 GeV. This would
reduce the theoretical uncertainties originating from the B+

æ ¸
+

‹¸“ form factors
and allow for a more precise measurement of ⁄B .
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The electron and combined results are the world’s most stringent limits on such
decays, and supersede the previous Belle results. The quoted limits are sensitive
to the first inverse momentum of the light-cone distribution amplitude of the B
meson, ⁄B .
In this thesis, a novel method was developed to reduce theoretical and experimental
uncertainties for the determination of ⁄B : the key idea is to measure the ratio of
the partial branching fraction of B+

æ ¸
+

‹¸“ with respect to the branching ratio
of the dominant peaking background of B+

æ fi
0
¸
+

‹¸. This reduces the overall
experimental uncertainties and allows for an extraction of ⁄B independent of the
measured value of the CKM matrix element |Vub|:

⁄B > 377 MeV at 90% C.L.

The obtained limit favors values predicted by QCD sum rule calculations, and
is in mild tension with the predictions using QCD factorization and measured
branching fractions of B æ fifi, fifl and flLflL decays.
If the B+

æ ¸
+

‹¸“ partial branching fraction is of the order of 10≠6, the decay will
be observable with the Belle II experiment and a 5‡ discovery is possible using about
10 ab≠1 of data. With the full Belle II data set of 50 ab≠1 a statistical precision
of about 9% on the partial branching fraction can be reached, allowing for a
precise extraction of ⁄B and also to determine |Vub|. Figure 9.1 shows the averaged
measurements of |Vub| using exclusive and inclusive semileptonic decays of the last
16 years with their growing tension, and their corresponding expected sensitivity
with the full Belle II data set [62]. Although a measurement of |Vub| via the B+

æ

¸
+

‹¸“ decays will not reach a similar precision as the established measurement
methods, its value will help to clarifying their longstanding discrepancy.

Figure 9.1.: World averages of the exclusive and inclusive |Vub | measurements, the projec-
tion for Belle II and the projection for the B+

æ ¸+‹¸“ measurement.

The future: Belle II

Naive luminosity scaling 
of stat. error


(sig. with respect to found central 
value)

Precise determinations of  possible        
(~ 50 MeV), but precision limited to 
~8% in simultaneous determination 


Experimental limitation about 4.5%          
if  known from theory

λB
|Vub |

λB
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The future is hard to predict .. picture could change if

- Progress on tagging is made (and with inclusion of SL tagging)

- Better control and rejection of B → γγℓν̄ℓ

- Better control and rejection of B → Xuℓν̄ℓ

- Better rejection on collimated photons; more data will allow to explore this 
data driven with e.g. hadronic decays

- Input on  from theory (no simultaneous determination)λB

- Simultaneous analyses with B → γ*ℓν̄ℓ

- Differential Measurements as a function of  etc.q2/Eγ
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Beware of old MC — it might bite you

5.3. Monte Carlo Corrections 49

5.3.4 B
+

æ fi
0
¸

+
‹¸ EvtGen Model

The EvtGen package provides a variety of models to simulate decays. Semileptonic
decays like B+

æ fi
0
¸
+

‹¸ can be simulated with the EvtSLPole model which is
based on calculations of QCD sum rules by P. Ball and R. Zwicky [53]. The Belle
collaboration used the model for the production of the b æ u¸‹¸ MC samples.
However, it was found that the form factors were not correctly implemented and
lead to an unphysical drop for large values of q

2. The behavior can be seen in
Figure 5.13a. The black line indicates the EvtGen implementation, whereas the
red line corresponds to the description of the form factors in Reference [53]. The
latest BCL prediction is shown as green line.
This flaw can be corrected by reweighting the events to the latest prediction.
Unfortunately, the large q

2 region is sparsely populated using the EvtGen imple-
mentation. This would lead to an disadvantageous situation of very few events with
large weights in this region. Instead, the B+

æ fi
0
¸
+

‹¸ MC samples are produced
with modified parameters of the EvtSLPole model [54]. The di�erent models are
illustrated in Figure 5.13b, where the modified model (blue line) shows a populated
high q

2 region. These samples are used to reweight events with moderate weights
to the latest BCL prediction (green line) as illustrated in Figures 5.14a and 5.14b.
In principle, other modes of the b æ u¸‹¸ MC using the EvtSLPole model are
a�ected. Since these modes give only a negligible contribution to the background
they are neglected.

(a) Vector form factor. (b) Di�erential decay rate.

Figure 5.13.: Comparison of di�erent form factor models of the B+
æ fi0¸+‹¸ decay. The

black line shows the flawed implementation in EvtGen, which was originally
used for Belle MC production. The red line represents the correct model.
The latest BCL prediction is shown as green line.

CHAPTER 5. ANALYSIS

(a) True q2 distribution. (b) Correction factors.

Figure 5.14.: Left: The true q2 distributions of the B+
æ fi0¸+‹¸ MC samples after signal

selection. Right: The applied correction factors used for reweighting between
the modified EvtGen and the BCL model.
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Fixed a mean bug in  MC that affected old measurement :B → πℓν̄ℓ

What people tried 

to implement

What was 
implemented


