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ABSTRACT 

We construct the low energy D = 4, N':::: 1 supergra.vity tha.t arises 
in superstring theories for an a.rbitrary number of genera.tions. The cou-
plings of all massless modes that carry low-energy ga.uge quantum num-
bers are calculated by truncating the heavy Kaluza-Klein modes of the 
ten-dimensional effective fteld theory. The resulting a.etion i.e compared to 
the most general effective action compa.tihle with the symmetries of the 
underlying ten-dimensional field (and string) theories. This comparison in-
dicates which features of the trunca.tion correctly approximate the correct 
low-energy action. 

' tupporied in pari by an N.S.E.R.C. 
f Reteucb 1uppor'ed in P&:!'t by a CONICIT feUowehlp 
l IUteucb eupporied. in pari by NSF Gran& no. PHY 830-t6'Jt 

1. Introduction 

Superstring theoriea ha.ve recently ehown much promiae of providing a conaiatent frame-

work for unifying aU known interac:tiona into a perturbatively ftnite theory. Among their 

most attractive features is their uniqueness, eince they seem to be only consistent in ten 

epacetime dimensions with the gauge group E1 x E1 or 80(32) jlJ. 

It ia of considerable interest therefore to investigate the low-energy spectrum and cou-

plings of these theories to see whether they are compatible with the experimentally ac-

cessible low-energy phyeiu. In partieular they must provide an understanding of the out-

standing problema of the standard model, the moat notable of which are the cosmologieal 

constant and hierarchy problema. 

The principal obatade to thia program at present ia in undentanding how to identify 

the low·energy speetrum. All calculationa at present muat work within the framework of 

string perturbation theory, in which the low--energy degreea of freedom are governed by a 

ten-dimenaion&lsupergravity action once the heavy string modes of mua M 3 2:: M1 = 8rT, 

are integrated out. Here T denotes the string tension. In general such an effective action 

involves all possible terma respected by the symmetries of the string and need not juat 

involve terms containing up to two derivatives of the flelda. 

For physical processes of energy E < M, thia effective action may be approximated by 

those terms involving fewest derivatives (2]. Unfortunately the process of compactiflcation 

ia unlikely to be at a very low energy relative to M, in & realistic theory. This ia because 

the compactiftcation scale, Mu is related to the effective four-dimensional gauge coupling, 

g,, by 131: 
Ml2:g,M1 since tit :::: tltoMl and tltoM: 1 (1.1) 

Here tlto denotes the ten-dimensional gauge coupling and the ftnal inequality is a. necessary 

condition for the analysis of the ten-dimensional theory in the semid&B8ica.l approximation. 

Since the low-energy value for AQcD implies a lower bound on"' of ..... 10-3 at the scale 

Me, inequality (1.1) implies Me- M,. 
As a result • compactiftcation based on a perturbative analysis of the Lagrangian (2] 

can only approximate the string dynamics for sufficiently weak gauge coupling which ia 

not the regime of phenomenological interest. A more complete analysis would presumably 

involve the fullatring propagating in a compactifted spacetime (4J. 

• 
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whereas S does not have a breathing mode interpre- 
tation of this sort. However, from the (point-like) 
fe ld theory point of view S may admit such an inter- 
pretation: if we obtain our ten-dimensional super- 
gravity lagrangian by dimensional reduction (circle 
compactlfiCatlon) from the eleven-dimensional su- 
pergravity lagranglan (as was in fact first obtained 
[21 ] ), the ten-dimensional dilaton (and hence S) is 
a breathing mode of the compactifying circle. More- 
over, a proof of duality on the lines of eqs. (5) and 
(6), can be done for the case of extended objects (p- 
brines) [ 12 ], in particular for the 11D supermem- 
brine. Since the type II A superstrlng can be obtained 
from those membranes from a double dimensional 
reduction mechanism, the duahty transformations for 
the membrane include those of the string together 
with a duality transformation for the dilaton field. 
(Type II A strings, however, are not selfdual but 
"dual" to type I IB strings [22,23] ). Of course, there 
is at the moment no idea about how a ten-dimen- 
sional heterotlc string could be obtained from any 
eleven-&mensional extended structure, but that is 
certainly an open possibility. If this was the case, 
duality in both T and S would be expected. 

The S-duality we are discussing includes an invar- 
mnce under the transformation of the string coupling 
constant g-~ 1/g. Montonen and 0live [ 24 ] conjec- 
tured some t~me ago that this type of duality lnvarl- 
ance does in fact occur in field theory models of the 
Georgl-Glashow type (and for any other gauge group 
with adjolnt scalars). They argued that both the spec- 
trum and (classical) interactions of the elementary 
fields in these theories are identical to the spectrum 
and interactions of the monopole sector of the theory 
( after doing the replacement g ~  1/g). They also con- 
jectured that this duality was also true quantum-me- 
chanically. The Montonen and Olive conjecture is 
particularly compelling in the N =  4 extended super- 
symmetry case [25,10]. In N = 4  the monopole sec- 
tor of the theory necessarily fits [25] into the same 
type of supermultiplet as the elementary fields since 
there is only one type of relevant supermultiplet 
available, and for the same reason the interactions are 
universal (up to the replacement g-~ 1/g). There is a 
universal formula for the mass of any particle with 
electric and magnetic charge (dyon) 

m2=v2(Q2g2+ (4nh)2Q2m~ ~3 -/ (20) 

where v is the VEV of the symmetry breaking scalar 
field and Qe and Qm are respectively the electric and 
magnetic charges. Notice that the dyon formula is the 
analogue of the string mass formula (4) where the 
role of quantlzed momenta and winding is played by 
the electric and magnetic charges. Now the electric 
and magnetic charges Qeg, Qm/g respectively appear 
as central charges in the extended supersymmetry al- 
gebra and the mass formula (20) therefore becomes 
exact in perturbation theory [ 10 ]. 

Since N=  4 super-Yang-Mills may be obtained as 
the massless hmit of a toroidal compactification of 
the heterotic string, it seems reasonable to expect a 
similar phenomenon to occur in compactified heter- 
otic strings. In this case there should be extended ob- 
jects whose massless gauge sector would be dual (in 
the Montonen-Olive sense) to the N=  4 gauge sector 
of the compactified heterotic string. The existence of 
this type of classical solutions has been recently 
pointed out [ 26 ] by Stromlnger. He found a solution 
to the low-energy heterotic string field equations cor- 
responding to a ten-dimensional "five-brine" which 
is dual to the ten-dimensional heterotlc string. The 
existence of this "heterotlc" five-brane was conjec- 
tures by Duff [27] who also suggested that its low 
energy limit should correspond to the "dual" version 
of D =  10 supergravity which contains a seven-form 
field strengths [21,28 ] (instead of the standard ver- 
sion with a three-form which appears m the low en- 
ergy limit of the heterotic string). These two D = 10 
theories are "dual" in a sense quite analogous to the 
way m which the two world-sheet actions in eq. (6) 
are dual. 

In the case of four dimensions, four of the five spa- 
tial dimensions of the five-brane may be compact~- 
fled on the internal variety and thus these classical 
configurations would look like strings from the four- 
dimensional point of view. These strings would be 
dual to the standard elementary strings [26]. From 
the low energy effective lagrangian point of view, these 
two dual theories would look identical (up to the re- 
placement g ~  1/g). 

At this point one realizes the similarity of these two 
dual theories with the dual theories considered in refs. 
[ 1,2 ]. In fact, since the five-brine is supposed to de- 
scribe the physics of the heterotic string at large cou- 
pling, one can really talk of two different phases of a 
single theory instead of talking about two theories 
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dual to each other. Then it is natural to conjecture 
that the complete theory, the one which describes si- 
multaneously elementary and solitonlc states, should 
present a modular  symmetry of  the type described in 
refs. [2,1 ]. Thus we conjecture that the Montonen-  
Olive type duality of  the heterotlc strings will lead to 
a modular invariance symmetry as in eq. (2).  

The effective lagrangian should be explicitly dual- 
ity lnvarlant, as happens with the R ~  1/R duality. 
The analogy is quite complete. For small g (big R)  
the "elementary" strings dominate and the "dual"  
particles (winding modes in T-duality) are very mas- 
sive. For big g the opposite occurs. Thus a duality 
g~ 1/g in the effective four-dimensional field theory 
should exist if the above arguments are correct. It fol- 
lows that inequlvalent theories are characterized by 
coupling constants g smaller (larger) than some crit- 
ical value. [The notion of  a maximal (minimal)  cou- 
pling could possibly be understood in the sense that 
the coupling constant determines the "size" of  the in- 
ternal gauge group manifold which should not be 
"smaller" than the typical scale in string theory. ] In 
analogy with T-duality, one also expects the contin- 
uous Peccei-Quinn symmetry S-~S+la, a~R not to 
be completely broken but a discrete subgroup (a ~ ~ ) 
to survive. In this way the effective field theory should 
be lnvariant under a full modular  group SL(2, ~)  
generated by the transformations in eq. (2).  

Something similar should be true for the complete 
(non-perturbatlve) partition function Z~ of  the the- 
ory. This partition function should contain not only 
the usual string excitations but also all the sohtonlc 
sectors (monopoles and multlmonopole solutions and 
their partners),  very much in the same way that the 
usual perturbatlve partition function contains mo- 
menta and windings in toroidal compactification. The 
existence of  S-modular lnvariance will then mean the 
lnvarlance 

a S -  ib 
Z~(S)=Zoo(S ' ) ,  S ' -  IcS+~d (21) 

for the complete partition function in four dimen- 
sions. Such a symmetry would imply strong con- 
straints on the possible form of  such partition func- 
tions. It would also tell us that the non-perturbatlve 
partition function shares the same symmetry prop- 
erties as the lattice field theory models described by 
Cardy [ 2 ]. In principle one can think of  many pos- 

slble partition functions Z~(S)  consistent with the 
symmetry in eq. (21 ) like e.g. 

1 
Z ~ ~  ( S + S , )  iq(S) E 4 (22) 

which looks like a bosonic partition function, or many 
others. 

The invarlance property in eq. (21) is not suffi- 
cient to fix uniquely the form of  Z~  since, o f  course, 
there are many modular  invariant possibilities. On 
the other hand one can try to extract some physical 
information by using an effective lagranglan ap- 
proach as in ref. [ 5]. We would like now to explore 
some of  the consequences of  the existence of  this new 
modular  invariance by using such a kind of  four-di- 
mensional effective lagrangian approach. Notice first 
that since the axion mode 0 is related to the antisym- 
metric tensor through a duality transformation 
O#O~euVpaHvpa, the transformation O-~O+a is only 
consistent with Lorentz invarlance in four (or less) 
dimensions. This does not mean that such symme- 
tries are not present in higher dimensions, only that 
they would manifest themselves in a different way. 
We will thus focus here on the constraints that S- 
duality imposes on the form of  the low-energy effec- 
tive four-dimensional N =  1 supergravaty action. To 
start with, the K~ihler potential in eq. (17) is not 
modular  lnvariant by itself. To make the full function 
G modular  invarlant the superpotential must trans- 
form as 

W-. )n(eXr.l~, W (23) 
lcS + s 

under modular transformations. Here c~ is some phase 
(sometimes called in the mathematical literature the 
multiplier of  W). Let us forget for the moment  the 
rest of  the scalar fields. In general one expects that 
non-perturbative effects may generate a purely S-de- 
pendent superpotentlal W(S) with the appropriate 
modular  transformation properties. Holomorphlci ty 
and absence o f  unphyslcal singularities at finite val- 
ues of  S severely constrains the possible forms of  I4/. 
In particular, the most general regular holomorphic 
modular  function o f  weight r can be written [29 ] as 

zJ(S) = [G6(S ) ]P[G4(S ) It [~(S) ]2r-,Zp-8tp(l(S) ) 

(24) 
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We conjecture the existence of a new discrete symmetry of the modular type relating weak and strong coupling in string theory. 
The existence of thxs symmetry would strongly constrain the non-perturbat~ve behawour m string partlt~on functmns and intro- 
duces the notion of a maximal (minimal) couphng constant. An effective lagrangmn analysxs suggests that the ddaton vacuum 
expectatmn value is dynamically fixed to be of order one In supersymmetnc heteroUc strings, supersymmetry (as well as thxs 
modular symmetry itself ) is generically spontaneously broken 

Modula r  lnvar iance appears  in a variety o f  physi-  
cal problems [ 1 ]. These symmetr ies  involve an in- 
varmnce under  the invers ion of  coupling constants  
along with the discrete t ranslat ions of  a " the ta  term".  
The first example o f  this type of  symmetry  in field 
theory was discovered by Cardy [ 2 ] who showed that 
the phase structure of  the abel ian Higgs model  on the 
latt ice exhibits  such a type of  invar iance under  rever- 
sion of  couplings and shift of  the 0-parameter.  These 
t ransformat ions  generate an infini te discrete group 
SL(2,  Z) .  In the context  of  string theory such a sort 
o f  symmetry  seems also ublquous.  The one loop par-  
t l t ion functions in terms of  the world sheet modu la r  
pa ramete r  z must  be exphclt ly modu la r  invanan t .  
More recently [ 3 ] It has been real ized that  the spec- 
t rum and interact ions  of  compact i f ied  strings are in- 
var iant  under  the inversion of  the compactlf iCatlon 
length R-~ oe ' /R (c~' denotes the string tension)  ffone 
s imultaneously replaces quant lzed momen ta  by 
winding modes  (target  space dual i ty) .  This  symme-  
try survives order  by order  m per turbat ion theory [ 4 ]. 
Therefore all mequlvalent  compact i f ica t Ions  are un- 
ambiguously characterized by radii  R larger (smaller)  
than the m l m m a l  (max ima l )  length ~ ,  the scale 
set by the extension of  the string itself. In the case of  
a two-dimensional  compact l f ica t ion  the dual i ty  sym- 
metry is extended to the full modu la r  invar lance due 

to the existence of  the Bran an t i symmetr ic  tensor  
which acts as a 0-parameter.  In more  reahstlc six-di- 
mensional  compact i f ica t ions  (like e.g. orblfolds)  the 
same structure (convenient ly  general ized)  is also 
found. This target-space modula r  lnvar iance strongly 
constrains the form of  the low-energy effective act ion 
as a function of  the compact l f ica t ion modul i  [ 5 ]. It  
can also gwe interesting informat ion  about  the pos- 
sible form of  non-perturbat ive stnng corrections (like 
e.g. supersymmetry  breaking [6,7 ] ) i f  dual i ty  were 
an exact symmetry  of  string theory (possibly broken 
spontaneously  but  not  explici t ly)  [ 6 ]. 

In the present  letter we conjecture the existence o f  
a further modula r  invar lance symmetry  m string the- 
ory. This includes a duahty  invariance under  which 
the string di la ton (whose VEV yields the coupling 
constant  in heterotic  strings) gets inverted.  In four 
d imensions  the dl la ton comes along [ 8 ] with a pseu- 
doscalar  ( " a x l o n " )  field 0. Both degrees of  f reedom 
form a complex scalar 

1 
s =  --;  + 10  (1) g~ 

which is the lowest component  of  a chiral  superfield 
in supersymmetr lc  4D strings. Thus we conjecture an 
mvar iance  under  the modula r  symmetry  
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ABSTRACT

The complete structure of the moduli space of Calabi–Yau manifolds and the
associated Landau-Ginzburg theories, and hence also of the corresponding low-
energy effective theory that results from (2,2) superstring compactification, may
be determined in terms of certain holomorphic functions called periods. These
periods are shown to be readily calculable for a great many such models. We
illustrate this by computing the periods explicitly for a number of classes of
Calabi–Yau manifolds. We also point out that it is possible to read off from the
periods certain important information relating to the mirror manifolds.
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Chains of N=2, D=4 heterotic/type II duals
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Abstract

We report on a search for N = 2 heterotic strings that are dual candi-

dates of type II compactifications on Calabi-Yau threefolds described as K3

fibrations. We find many new heterotic duals by using standard orbifold tech-

niques. The associated type II compactifications fall into chains in which

the proposed duals are heterotic compactifications related one another by a

sequential Higgs mechanism. This breaking in the heterotic side typically

involves the sequence SU(4) → SU(3) → SU(2) → 0, while in the type II

side the weights of the complex hypersurfaces and the structure of the K3

quotient singularities also follow specific patterns. Some qualitative features

of the relationship between each model and its dual can be understood by

fiber-wise application of string-string duality.

∗Permanent Institutions: CNEA, Centro Atómico Bariloche, 8400 S.C. de Bariloche, and CON-

ICET, Argentina.
†On sabbatical leave from Departamento de F́ısica, Facultad de Ciencias, Universidad Central

de Venezuela. Work supported in part by the N.S.F. grant PHY9511632 and the Robert A. Welch

Foundation.
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A Comment on Continuous Spin Representations of

the Poincaré Group and Perturbative String Theory
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Abstract: We make a simple observation that the massless continuous spin representations of

the Poincaré group are not present in perturbative string theory constructions. This represents

one of the very few model-independent low-energy consequences of these models.
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4D dS from 6D Supergravity and Strings



Two Related Questions

• Classical de Sitter from supergravity and 
string theory.

• Extensions to the landscape (𝚲CDM) with 
light scalars.

Both: Multifield set-ups and accelerated expansion



Obstacles for dS from UV Theory

• Classical No-Go Theorems

• Dine Seiberg problem



Different approaches

• String flux compactification  EFTs (e.g. KKLT, LVS)

• Classical  solutions? (evading no-go theorems)

Review: L. McCallister and FQ, 2310.20559
2303.04819

https://arxiv.org/abs/2310.20559


Classical de Sitter solutions



Classical no-go theorem

starting from a theory that already has a positive cosmological constant. There are
other no go theorems for supersymmetric RS models using five dimensional gauged
supergravity [12, 11, 13]. These are complementary to our arguments, since the five
dimensional potential could be positive. If the five dimensional gauged supergravity
arises from a large volume compactification then we could apply our results but the
arguments in [12, 11, 13] also cover 5d theories which cannot be interpreted as large
volume compactifications.

We consider a D dimensional gravity theory, with D > 2, compactified down to
d dimensions. We denote by M, N, L, .. the D dimensional indices. We denote by
ν, ν, ρ, ... the d dimensional indices and by m, n, l, the D − d dimensional indices. We
will assume that the D dimensional gravity theory satisfies the following conditions.

• The gravity action does not contain higher curvature corrections.

• The potential is non-positive, V ≤ 0. This condition in not obeyed in massive
IIA supergravity which has a positive cosmological constant so we treat that case
separately in 6.3. V could be just a negative cosmological constant or it can
depend on the scalars but it cannot be positive (at least in the range of values of
scalar fields that is explored in the solution under consideration).

• The theory contains massless fields with positive kinetic terms. These massless
fields have field strengths which are n forms, Fi1,..,in. For n = 1 we have scalar
fields, n = 2 Maxwell fields (these could be non-abelian, as long as the metric
on the group is positive definite so that the kinetic terms are positive), etc. We
consider n < D, if n = D it would give a contribution similar to a potential and
we go back to the previous assumption.

• The d dimensional effective Newton’s constant is finite.

We start by writing out Einstein’s equations in D dimensions

RMN = TMN − 1

D − 2
gMNTL

L (30)

Notice that in (32) we neglected higher derivative corrections. We write the metric as

ds2
D = Ω2(y)

(

dx2
d + ĝmndyndym

)

(31)

where dx2
d = ηµνdxµdxν where η is the metric of the d dimensional space which is

either Minkowski or de-Sitter space. Now we calculate the Rµν components of the D
dimensional metric and we find that Einstein’s equations imply

Rµν = Rµν(η) − ηµν

(

∇̂2 log Ω + (D − 2)(∇̂ log Ω)2
)

= Tµν −
1

D − 2
Ω2ηµνT

L
L (32)
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fields, n = 2 Maxwell fields (these could be non-abelian, as long as the metric
on the group is positive definite so that the kinetic terms are positive), etc. We
consider n < D, if n = D it would give a contribution similar to a potential and
we go back to the previous assumption.
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where the hat denotes covariant derivatives and contraction of indices with respect to
the metric ĝ. Taking the trace over η on both sides we find

∇̂2 log Ω + (D − 2)(∇̂ log Ω)2 =
1

(D − 2)ΩD−2
∇2ΩD−2 = R(η) + Ω2(−T µ

µ +
d

D − 2
TL

L)

(33)
where in the term involving the stress tensor on the right hand side we contract the
indices with the D dimensional metric and R(η) is the curvature of the d dimensional
metric η. We will now proceed to prove that the term in the right hand side involving
the stress tensor is non-negative.

6.1 T̃ ≥ 0

The stress tensor will be the sum of the contributions to the stress tensor of the various
massless fields. We will consider each contribution individually since they are all adding
up to the total stress tensor. Let us define

T̃ ≡ −T µ
µ +

d

D − 2
TL

L (34)

We want to show that all contributions to T̃ are non-negative. Let us first consider the
potential term. We will not keep track of irrelevant positive numerical constants. The
stress tensor is

TMN ∼ −V gMN , T̃ ∼ −V
2d

D − 2
≥ 0 (35)

if V < 0 as assumed. Now let us consider the n form field strengths. Their stress
tensors are

TMN =FML1..Ln−1
F L1..Ln−1

N − 1

2n
gMNF 2

T̃ = − FµL1..Ln−1
F µL1..Ln−1 +

d

D − 2
(1 − 1

n
)F 2

(36)

In principle we could have functions of scalar fields multiplying these expressions, as
we have in some supergravity theories, and we could also have many types of n form
fields. We will not indicate these explicitly but it is obvious how to extend the following
arguments to those cases. The space time indices of non-vanishing components of F
could be completely along the internal dimensions or, if n ≥ d, they could have d out
of n indices along the d dimensions and the rest along the internal dimensions. Other
possibilities do not preserve the isometries of Rd or dSd. In constructing T̃ these two
types of components will make separate contributions. We will therefore consider them
independently and show that each of them is positive. So let us first consider the part
of F with all indices internal. Then we have that F 2 ≥ 0 and we see from (36) that we
have a positive contribution. For all n > 1 forms this contribution is strictly positive
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if we have a non-vanishing field strength, but for n = 1 the contribution is zero even if
we have a non-vanishing field strength. Now we consider the part of the field strength
with components along the d-dimensional space. The difference between the term that
contains a trace over the µ index and the others is that we are choosing a particular
order of contractions of the indices comparing the two we find that

FµL1..Ln−1
F µL1..Ln−1 =

d

n
F 2.

Then we find that

T̃ = −F 2 d(D − 1 − n)

n(D − 2)
≥ 0 (37)

Where we used that F 2 < 0 since we are considering temporal components of F . We
have also used that we are considering n ≤ D − 1.

6.2 Condition on the warp factor

Multiplying (33) by a power of Ω and using that T̃ ≥ 0 we conclude that

Ω̂(D−2)∇2Ω(D−2) ≥ 0 (38)

with equality holding only if the right hand side of (33) is zero so that the d dimensional
space is Minkowski space. Remember that the d dimensional Newton constant is given
by

1

Gd
N

∼
∫

ddy
√

ĝΩ(D−2) (39)

We are assuming that this Newton constant is finite.

Let us first assume that Ω is bounded below and above in the internal manifold. In
that case the internal manifold should be compact. Integrating (38) over the compact
internal space by parts we conclude that

∫

d(D−d)y
√

ĝ(∇̂Ω(D−2))2 ≤ 0 which is possible
only if Ω is constant. In that case we conclude that the right hand side of (33) is zero,
so that we cannot have a deSitter space and the only n forms that we can be turned
on are the n = 1, D − 1 forms.

As discussed in section 5 we expect that singularities where Ω diverges should not
be allowed. So we conclude that Ω is bounded above. Now suppose that we have
regions where Ω → 0 or we allow singularities obeying the strong form of the criterion
in section 5, which says that g00 should not increase as we approach the singularity.
In this case we can define a region R which leaves out the singularities and such that
Ω > ϵ in R for a suitably small ϵ. By our assumptions about the singularities it is clear
that we can choose R so that ∇Ω is either zero or pointing inwards at the boundary
of R.
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the metric ĝ. Taking the trace over η on both sides we find

∇̂2 log Ω + (D − 2)(∇̂ log Ω)2 =
1

(D − 2)ΩD−2
∇2ΩD−2 = R(η) + Ω2(−T µ

µ +
d

D − 2
TL

L)

(33)
where in the term involving the stress tensor on the right hand side we contract the
indices with the D dimensional metric and R(η) is the curvature of the d dimensional
metric η. We will now proceed to prove that the term in the right hand side involving
the stress tensor is non-negative.

6.1 T̃ ≥ 0

The stress tensor will be the sum of the contributions to the stress tensor of the various
massless fields. We will consider each contribution individually since they are all adding
up to the total stress tensor. Let us define

T̃ ≡ −T µ
µ +

d

D − 2
TL

L (34)

We want to show that all contributions to T̃ are non-negative. Let us first consider the
potential term. We will not keep track of irrelevant positive numerical constants. The
stress tensor is

TMN ∼ −V gMN , T̃ ∼ −V
2d

D − 2
≥ 0 (35)

if V < 0 as assumed. Now let us consider the n form field strengths. Their stress
tensors are

TMN =FML1..Ln−1
F L1..Ln−1

N − 1

2n
gMNF 2

T̃ = − FµL1..Ln−1
F µL1..Ln−1 +

d

D − 2
(1 − 1

n
)F 2

(36)

In principle we could have functions of scalar fields multiplying these expressions, as
we have in some supergravity theories, and we could also have many types of n form
fields. We will not indicate these explicitly but it is obvious how to extend the following
arguments to those cases. The space time indices of non-vanishing components of F
could be completely along the internal dimensions or, if n ≥ d, they could have d out
of n indices along the d dimensions and the rest along the internal dimensions. Other
possibilities do not preserve the isometries of Rd or dSd. In constructing T̃ these two
types of components will make separate contributions. We will therefore consider them
independently and show that each of them is positive. So let us first consider the part
of F with all indices internal. Then we have that F 2 ≥ 0 and we see from (36) that we
have a positive contribution. For all n > 1 forms this contribution is strictly positive

23

where the hat denotes covariant derivatives and contraction of indices with respect to
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Ways out

• Quantum effects,…

• Relax assumptions (e.g. V≤ 𝟎)



De Sitter from
6D (1,0) Gauged Supergravity



Matter content

of the scalar field space corresponds to the runaway directions and it is desirable to find solutions that
can be trusted for which the approximations are under control.

The simplest and more direct possibility would be to evade the classical no-go theorems for which
quantum corrections can be systematically neglected. However, most attempts so far have failed to
find de Sitter solutions in a trustable regime (see for instance [2, 3]. One of the main assumptions of the
no-go theorems is the existence of a negative scalar potential which is satisfied by most supergravity
theories. One exception is the 10D Romans supergravity that was considered in [3], but its structure
is not well understood within string theory to address issues regarding the singularities of the solution.

Here we point out a second exception which is the 6D (1, 0) supergravity. This theory has been
thoroughly studied for di↵erent reasons, starting with the pioneering work of Salam and Sezgin who
found an elegant supersymmetric solution giving rise to Minkowski space in 4D. Further generalisations
allowed for the existence of de Sitter, and anti-de Sitter solutions as long as singularities are allowed
such as the presence of branes. Furthermore, this theory has been found to be uplifted to 10D and
therefore its solutions may be promoted to solutions of the full string theory. This is the subject of
this article.

Regarding the Dine-Seiberg problem we point out that the same problem can be claimed to exist
in the 6D theory derived from string theory in which the 6D scalar potential is of the runaway type
and therefore no classical maximally symmetric solutions exist. This issue can be easily dealt with by
searching for maximally symmetric solutions not in the full 6D but in lower dimnesions such as 4D.
This is a way to understand the general results from the 6D theory.

We organise this article as follows....

2 Chiral 6D Supergravity

Let us start by briefly reviewing the 6D (1, 0) supergravity. The basic supersymmetric multiplets are:

• Gravity multiplet. Metric gMN a self-dual antisymmetric tensor B+
MN

, one left-handed gravitino
 ↵

M
.

• Tensor multiplet. One anti self-dual antisymmetric tensor B�
MN

, one scalar �, one right-handed
fermion  (tensorino).

• Vector multiplet. One vector AM and one fermion � (gaugino).

• Hypermultiplet: Two complex scalars q1, q2 and one right-handed Weyl fermion ⇠ (hyperino) .

In general there are nT tensor multiplets, nV vector multiplets and nH hypermultiplets. This
theory is chiral that makes it appealing for any potential connection with the Standard Model, but
it is also subject to anomalies. Contrary to 4D in which anomaly cancelation conditions are very
arbitrary for this theory the anomaly cancellation only requires:

nH � nV + 29nT = 273 (2.1)

In most of this article we will concentrate on the case nT = 1 for which the two anti-symmetric
tensors B+

MN
coming from the single gravity multiplet and B�

MN
coming from the tensor multiplet,

can be combined into a general unconstrained antisymmetric tensor BMN . In the general case there
will be a surplus of anti self-dual tensors.

– 2 –

In general nT tensor, nV vector and nH hyper multiplets



Scalar  fields

• From tensor multiplets nT real scalars

• From hypermultiplets 

We will always restrict ourselves to the bosonic content of the model, and adopt
notations described below. First of all, we denote all 6d two-forms collectively as B̂α,
where α = 1, ...nT + 1.7 The scalars coming from the nT tensor multiplets parameterize
the quotient

SO(1, nT )/SO(nT ) . (3.1)

It is customary to describe this coset scalar manifold by means of a vielbein formalism.
We refer the reader to e.g. [5] for a detailed account. For our present discussion we need
only to recall that a constant SO(1, nT ) metric Ωαβ is introduced, along with a set of
nT + 1 scalar fields jα. The metric Ωαβ has mostly minus Lorentzian signature (1, nT ),
and the scalars jα are subject to the constraint

Ωαβj
αjβ = 1 . (3.2)

Moreover, the scalar manifold is endowed with another non-constant, positive definite
metric gαβ , which is given in terms of Ωαβ , jα by

gαβ = 2jαjβ − Ωαβ , (3.3)

where jα = Ωαβjβ . This metric is needed to write down the (anti)-self-duality condition
for B̂α in a SO(1, nT ) covariant way, as we will see in equation (3.21).

As far as vectors are concerned, in this section we consider a supergravity model
with simple gauge group G. Let g be the Lie algebra of G. We denote the g-valued
gauge one-form by Â, and matrix multiplication will always be understood. Moreover,
we use anti-Hermitian generators, and the expression for the non-Abelian field strength
two-form reads

F̂ = dÂ+ Â ∧ Â = dÂ+ 1
2 [Â, Â] . (3.4)

Let us recall the definition of the Chern-Simons three-form

ω̂CS = tr
(

Â ∧ dÂ+ 2
3Â ∧ Â ∧ Â

)

(3.5)

where the trace is taken in a suitable representation of g. More details about our norma-
lization for gauge traces can be found in appendix B. It is also useful to point out two
key properties of the Chern-Simons three-form,

δω̂CS = tr dλ̂ ∧ dÂ , dω̂CS = tr F̂ ∧ F̂ . (3.6)

Next, let us make some remarks about the hyper sector. Each hypermultiplet contains
four real scalars, and therefore we use the notation qU (U = 1, ..., 4nH). These scalar fields
can be considered as real coordinates for a quaternionic manifold, whose metric we write
as hUV . The geometric structures of quaternionic manifolds have been studied intensively,
see e.g. [33, 34]. Since our main focus will be on the tensor and vector multiplet structure,

7Later on we will identify nT + 1 = h1,1(B2) in the duality to M-theory. This provides the match of
the indices of the present section with the ones of section 2.2.
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As far as vectors are concerned, in this section we consider a supergravity model
with simple gauge group G. Let g be the Lie algebra of G. We denote the g-valued
gauge one-form by Â, and matrix multiplication will always be understood. Moreover,
we use anti-Hermitian generators, and the expression for the non-Abelian field strength
two-form reads
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2 [Â, Â] . (3.4)

Let us recall the definition of the Chern-Simons three-form
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(

Â ∧ dÂ+ 2
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where the trace is taken in a suitable representation of g. More details about our norma-
lization for gauge traces can be found in appendix B. It is also useful to point out two
key properties of the Chern-Simons three-form,

δω̂CS = tr dλ̂ ∧ dÂ , dω̂CS = tr F̂ ∧ F̂ . (3.6)

Next, let us make some remarks about the hyper sector. Each hypermultiplet contains
four real scalars, and therefore we use the notation qU (U = 1, ..., 4nH). These scalar fields
can be considered as real coordinates for a quaternionic manifold, whose metric we write
as hUV . The geometric structures of quaternionic manifolds have been studied intensively,
see e.g. [33, 34]. Since our main focus will be on the tensor and vector multiplet structure,
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Quaternionic manifold

where we have used that

j
0 = sinh' , j

1 = cosh' , v = e
�
, F

2 ⌘ CIJF
I MN

F
J

MN , (2.7)

h =
1

2v2
, k

0
I = 0 , V =

Ṽ

Zv2
, (FF̃ )MN = CIJF

I R

M F
J

NR . (2.8)

Note that we get an overall minus sign on the right hand side of Eq. (2.4) with respect

to [2] due to the di↵erent convention used.

3 Maximally symmetric compactifications

The results of this section should be the same as in [2].

4 Near brane solutions

We assume, near the brane

' = q ln r , � = s ln r , ds
2 = r

2w
gµ⌫dx

µ
dx

⌫ + dr
2 + r

2↵
f(z)dzdz , (4.1)

where q, s, w,↵ are constants and (r, z) are the coordinates of the two extra-dimensions.

Note that the last of Eq. (4.1) implies that the warp factor takes the form W = r
w. We

also assume that for the 2-forms near the brane

F
ra ⇠ r

�
. (4.2)

We can then determine the constants by solving the equations of motion in the near the

brane region. We start from the 2-form equation of motion that gives, as in [2]

0 = @r

�p
ge

�'
F

rz
�
⇠ @r

�
r
4w+↵�q+�

�
, (4.3)

where
p
g ⇠ r

4w+↵. Hence, we get the constraint � = q � 4w � ↵, from which

F
2 ⇠ r

2q�8w
. (4.4)

From the equation of motion for ':

⇤' ⇠ q(4w + ↵� 1)r�2
, (4.5)

while

Ṽ e
'�2� ⇠ r

q�2s
, (4.6)

e
�'

F
2 ⇠ r

�q+2q�8w ⇠ r
q�8w

. (4.7)

The requirement that both the potential and the flux terms are subleading in the limit

r ! 0 with respect to ⇤' implies

q � 2s > �2 , q � 8w > �2 . (4.8)

2

nT=1



6D Supergravity (Salam-Sezgin)

dictate. These are then used in the results of Section II to more directly relate the n-dimensional

curvature to the power-law dependence of the bulk fields in the near-brane limit. Finally, Section

IV specializes to 6D supergravity compactified to 4 maximally-symmetric dimensions, and shows

how to use the previous two sections to generalize the class of 6D solutions to include those having

de Sitter-like and anti-de Sitter-like 4-dimensional slices.

II. THE CURVATURE-ASYMPTOTICS CONNECTION

In this section we summarize the field equations of interest, which are the bosonic parts of the

equations of motion for many higher-dimensional supergravities. We also here specialize the fields

appearing in these equations to the most general configurations which are maximally symmetric

in (3+1) non-compact dimensions, as is appropriate for describing the warped compactifications of

interest. We allow these solutions to have singularities (more about which below) at various points

within the extra dimensions corresponding to the positions of various branes having co-dimension

≥ 2. Our goal in so doing is to establish a general connection, eq. (8), between the curvature of

the noncompact 4D geometry and the asymptotic behaviour of the bulk fields in the vicinity of the

various branes.

A. The Field Equations

Our starting point is the following action in D spacetime dimensions

S = −
∫

dDx
√
−g

[

1

2κ2
gMN

(

RMN + ∂Mϕ∂Nϕ
)

+
1

2

∑

r

1

(pr + 1)!
e−prϕF 2

r +A eϕ
]

, (1)

where κ2 = 8πG denotes the higher-dimensional Newton constant and A is a dimensional constant.

The fields Fr are the (pr + 1)-form field strengths for a collection of pr-form gauge potentials, Ar,

and F 2 = FM1..Mpr+1
FM1..Mpr+1 . When A = 0 this is sufficiently general to encompass the bosonic

parts of a variety of higher-dimensional, ungauged supergravity lagrangian densities [14]. When

A ≠ 0 the dilaton potential has the form found in chiral 6D supergravity [15].

The field equations obtained from this action are:

!ϕ− κ2A eϕ + κ2
∑

r

pr
2(pr + 1)!

e−prϕF 2
r = 0 (dilaton)

∇M

(

e−prϕ FMN...Q
r

)

+ (CS terms) = 0 (pr-form) (2)

RMN + ∂Mϕ∂Nϕ+ κ2
∑

r

1

pr!
e−prϕ

[

F 2
r

]

MN
+

2

D − 2
(!ϕ) gMN = 0 (Einstein) ,

5

D=6, r=2, A>0

• Positive potential (evades Maldacena-Nunez theorem)

• Chiral

• No maximally symmetric solution in 6D (Dine-Seiberg problem in 6D?)

• Maximally symmetric in 4D

• Maximally symmetric smooth solution:  S2 x Minkowski, N=1 SUSY.

x  R1,3



General 4D Solutions

where ‘(CS terms)’ denotes terms arising from any Chern-Simons terms within the definition of

F(r), and we define

[

F 2
]

MN
= F P ...R

M FNP...R . (3)

The ability to write the term proportional to gMN in the Einstein equation in terms of !ϕ is a

consequence of the particular powers of eϕ which pre-multiply each of the terms in the action,

(1). This choice corresponds to the existence of a scaling symmetry of the classical field equations,

according to which

gMN → ω gMN and eϕ → ω−1 eϕ , (4)

with constant ω and the field strengths, Fr, not transforming. Although this is not a symmetry

of the action, which transforms as S → ω(D−2)/2S, it does take solutions of the classical equations

into one another.

B. Maximally-Symmetric Compactifications

We seek solutions to these equations for which n dimensions are maximally symmetric and

d = D − n are not. In most applications we have in mind n = 4, corresponding to having

3+1 maximally-symmetric directions and d = D − 4 static, compact euclidean dimensions. But

our analysis is general enough also to include (with minor modifications) situations of interest to

cosmology for which there are n = 3 maximally-symmetric spatial dimensions and d = D − 4

time-dependent, compact dimensions.

To this end divide the D coordinates xM , M = 1...D, into n maximally-symmetric coordinates,

xµ, µ = 1...n, and the remaining d = D−n coordinates, yi, i = n+1...d. We use the metric ansatz

which follows from maximal symmetry:

ds2 = ĝMN dxM dxN = W 2(y) gµν(x) dx
µ dxν + g̃ij(y) dy

idyj , (5)

where gµν is an n-dimensional maximally symmetric metric and g̃ij a generic d-dimensional metric.

Throughout this section, we use the convention that hats denote objects constructed from the full

D-dimenional metric ĝMN , while tildes denote objects constructed from the metric g̃ij . Tensors

without hats or tildes are constructed from the metric gµν .

With these conventions the Einstein equation, eq. (2), specialized to the maximally-symmetric

directions reads

R̂µν +
2

D − 2
(!̂ϕ)ĝµν = 0 , (6)

6

where we use that maximal symmetry implies ∂µϕ = 0 and FµN..P
r = 0 (and so

[

F 2
r

]

µν
= 0).

C. Relating Curvature to Bulk Asymptotics

Using the metric ansatz, (5), we may write

ĝµν = W 2gµν , R̂µν = Rµν +
1

n
(W 2−n∇̃2W n) gµν and !̂ϕ = W−n∇̃i(W

ng̃ij∂jϕ) , (7)

where ∇̃2 = g̃ij∇̃i∇̃j . Since maximal symmetry implies Rµν = (R/n) gµν , these equations allow

eq. (6) to be simplified to

1

n
W n−2R = −∇̃i

[

W ng̃ij∂j

(

lnW +
2ϕ

D − 2

)]

. (8)

This last equation represents the main result of this section, and is a generalization to arbitrary

dimensions of a similar result in 6 dimensions derived in ref. [12].

The significance of eq. (8) is most easily seen once it is integrated over the compact d dimensions

and Gauss’ Law is used to rewrite the right-hand side as a surface term:

1

n

∫

M
ddy

√

g̃ W n−2R = −
∑

α

∫

Σα

dd−1y
√

g̃ Ni

[

W ng̃ij∂j

(

lnW +
2ϕ

D − 2

)]

, (9)

where Ni is an outward-pointing normal, with g̃ijNiNj = 1. (If time is one of the d dimensions

then the surface terms must include spacelike surfaces in the remote future and past, for which

g̃ijNiNj = −1.) If there are no singularities or boundaries in the dimensions being integrated then

the right-hand side vanishes, leading to the conclusion that the product W n−2R integrates to zero.

Since R is constant and W n−2 is strictly positive, this immediately implies R = 0, as concluded

for 6D in ref. [12].

Our interest in what follows is the case where the right-hand side of eq. (8) does have singularities

corresponding to the presence of various source branes situated throughout the extra dimensions.

In this case eq. (8) still carries content provided we excise a small volume about the positions of each

singularity, thereby leaving a co-dimension-1 boundary, Σα, which surrounds each of the various

brane positions. In this case eq. (9) directly relates the curvature of the maximally-symmetric d

dimensions to the sum over the contributions to the right-hand side of the boundary contributions

from each surface Σα. Since these surfaces are chosen to be close to the source branes, these

surface contributions can be simplified using the asymptotic forms taken by the bulk fields in the

immediate vicinity of these sources. After a brief digression concerning the possible existence of

horizons in these geometries, we return in the next section to identify what these asymptotic forms

must be.

7
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No singularities/boundaries imply R=H2=0  e.g. S2 X R1,3

Gibbons et al 2004
Burgess et al 2005

In general the scalar fields come from the tensor multiplets and hypermultiplets. The ones from
the tensor multiplets parametrise the coset SO(1, nT )/SO(nT ) whereas those from the hypermultiplets
parametrise a quternionic manifold. Since we will be mostly interested on vacuum configurations, we
will ignore all of the fermion degrees of freedom and restrict to the simplest case nT = 1 and set the
scalars of the hypermultiplets to be constant which in practice means nH = 01. We will relax this
condition later on when we discuss F-theory and one hypermultiplet cannot be set to constant.

This is the action that was considered in the original paper of Salam and Sezgin. The Lagrangian
for this theory is then:

L6 = R ⇤ 1� ⇤d� ^ d��
1

2
e�'

⇤ F(2) ^ F(2) �
1

2
e�2'

⇤H(3) ^H(3) � 8g2e' ⇤ 1 (2.2)

with F(2) = dA(1), H(3) = dB(2) +
1
2F(2) ^A(1).

The bosonic equations of motion are:

RMN = @M'@N'+
1

2
e�'

✓
F 2
MN

�
1

8
F 2gMN

◆
+

1

4
e�2'

✓
H2

MN
�

1

6
H2gMN

◆
+ 2g2e'gMN

= @M'@N'+
1

2
e�'F 2

MN
+

1

4
e�2'H2

MN
�

1

4
⇤' gMN

⇤' =
1

4
e�'F 2 +

1

6
e�2'H2

� 8g2e' (2.3)

d
�
e�'

⇤ F(2)

�
= e�2'

⇤H(3) ^ F(2)

d
�
e�2'

⇤H(3)

�
= 0

with FMN defined as F(2) = FMNdxM
^ dxN , etc.

It is straightforward to see that the system has a classical scaling symmetry:

gMN ! !gMN ; e' ! !�1e'; L6 ! !2
L6 (2.4)

which leaves the equations of motion invariant. Notice also that Einstein’s equations get much sim-
plified when written as in the second line in terms of ⇤'.

When looking for maximally symmetric solutions in 4D we will then look for solutions with
H3 = 0. This simplifies substantially the search. The Salam-Sezgin solution corresponds to turning a
non-vanishing value for the flux of Fmn / ✏mn with m,n = 5, 6 labelling the 2 extra dimensions and the
metric ds2 = dxµdxµ + ds22 with ds22 corresponding to the geometry of a 2-sphere and µ, ⌫ = 0, 1, 2, 3.
Notice that for constant ', its equation is satisfied by cancelling the fluxes by the scalar potential and
the all the other equations are automatically satisfied. The solution is then R1,3

⇥ S2 with R1,3 the
four dimensional Minkowski spacetime and S2 the two-sphere.

The Salam-Sezgin solution was found to preserve N = 1 supersymmetry and since ' is constant,
it gives rise to a supersymmetric flat direction in 4D which is consistent with the classical scaling
symmetry. Notice that due to the runaway potential for ' does not allow the possibility of a maximally
symmetric solution in 6D. In some sense it asked for a compactified solution with maximal symmetry in
4D rather than 6D. This solution was shown to be the unique non-singular solution of these equations
[6].

3 4D dS, AdS and Minkowski from 6D Supergravity

Review the Burgess et al classic for solutions with singularities....

1We emphasise that the values of nT , nV and nH are restricted by the anomalous cancellation condition so our
analysis applies to any of their values satisfying this constrain.

– 3 –

Runaway potential! 6D Dine-Seiberg problem?

(uniqueness of Salam-Sezgin solution)



General Solutions

A. Asymptotic Near-Brane Geometries

To this end we assume that the dilaton field, ϕ, and the metric near the brane have the form

ϕ ≈ q ln r and ds2 ≈ r2w gµν(x) dx
µ dxν + dr2 + r2αfab(z) dz

adzb , (10)

where w, α and q are constants. With respect to our initial metric ansatz, eq. (5), we see that this

corresponds to the choices

W (y) = rw and g̃ijdy
idyj = dr2 + r2αfabdz

adzb, (11)

where {yi} = {r, za}. If the supergravity of interest is regarded as describing the low-energy limit

of a perturbative string theory then our conventions are such that eϕ → 0 represents the limit of

weak string coupling. We see that if q < 0 then the region of small r lies beyond the domain of

the weak-coupling approximation.

We imagine the brane location to be given by r = 0 and the coordinate r is then seen to represent

the proper distance away from the brane. With this choice a surface having proper radius r has

an area which varies with r like rα(d−1), and so this area only grows with increasing r if α > 0.

The geometry in general has a curvature singularity at r = 0, except for the special case α = 1 for
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Finally, we specialize for simplicity to the case where there is only one non-vanishing gauge flux

which we take to be for a p-form potential whose field strength is F . With a Freund-Rubin ansatz

[19] in mind we also specialize to p = d − 1 and take F proportional to the volume form of the

d-dimensional metric g̃ij . Near r = 0, we assume

F ra1...ap ∼ rγ . (12)

With these assumptions, we now determine the powers α, w, q and γ by solving the field

equations in the region r ≈ 0. We do so by neglecting the contributions of fluxes or the dilaton

potential in the dilaton and Einstein equations, and by neglecting any Chern-Simons contributions

to the equations for the background p-form gauge potential. Once we find the solutions we return

to verify that the neglect of these terms is indeed justified.

The p-form equation gives the condition

0 = ∂r
(

√

ĝe−pϕF rz1...zp
)

∼ ∂r
[

rwn+α(d−1)−pq+γ
]

(13)

which leads (when p = d− 1) to the condition γ = (q − α)(d − 1)− wn, and so

F 2 ∼ r2q(d−1)−2wn . (14)
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Consider next the dilaton equation. We first note that

!̂ϕ =
1√
ĝ
∂M

(

√

ĝ ĝMN ∂Nϕ
)

∼ q[nw + α(d− 1)− 1] r−2. (15)

For comparison, the other terms in the dilaton equation of motion depend on r as follows:

e−pϕF 2 ∼ rq(d−1)−2wn and eϕ ∼ rq. (16)

Thus, provided q > −2 and q(d− 1)− 2wn > −2 (whose domains of validity we explore below) all

of the terms in the dilaton equation are subdominant to !̂ϕ, and so may be neglected. The dilaton

therefore effectively satisfies !̂ϕ = 0 near r = 0, and so from eq. (15) we see that this requires

nw + α(d− 1) = 1. (17)

Next consider the rr-component of the Einstein equation. Given the assumed asymptotic form

for the metric, we calculate

R̂rr = [−wn+ nw2 + (α2 − α)(d − 1)] r−2

= [nw2 + α2(d− 1)− 1] r−2. (18)

As before, we find that the F 2 term is subdominant if q(d − 1) − 2wn > −2. The rr-Einstein

equation therefore gives the additional constraint

nw2 + α2(d− 1) + q2 = 1. (19)

Notice that this equation restricts the ranges of w, α and q to be

−
1√
n
≤ w ≤

1√
n
, −

1√
d− 1

≤ α ≤
1√
d− 1

and − 1 ≤ q ≤ 1 . (20)

In particular it allows a regular solution (or one having a conical singularity) – i.e. one having

α = 1 – only if d = 2 and q = w = 0.

The Einstein equations in the maximally symmetric dimensions can be similarly evaluated

using the assumed asymptotic form for the metric. The contribution of the induced n-dimensional

curvature tensor contributes to this equation subdominantly in r, and so is not constrained to

leading order. (In general, evaluating this equation to subdominant order in r relates the n-

dimensional curvature to the time-evolution of the exponents α, w and q.) The leading term

vanishes as a consequence of eq. (17), and so does not impose any new conditions. Neither do the

Einstein equations in the za directions.
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x  (A)dS4 3-Branes

Asymptotic near brane solutions (n=4, d=2):



Flat Solutions

Two of the corresponding Einstein equations become

(µν) :
W ′′

W
−

(W ′)2

W 2
− 3H2a2W 6 +

1

2
ϕ′′ = 0 (31)

(θθ) :
a′′

a
−

(a′)2

a2
+ κ2Q2 a2eϕ +

1

2
ϕ′′ = 0 (32)

while use of the ηη component of the Einstein tensor

Ĝηη =
2

aW 2

[

3H2a3W 8 − 2Wa′W ′ − 3 a(W ′)2
]

, (33)

allows the third to be written

(ηη) : 6H2a2W 6 −
4 a′W ′

aW
−

6(W ′)2

W 2
+

1

2
(ϕ′)2 +

κ2

2
Q2 a2eϕ −

κ2ĝ2

8
a2W 8eϕ = 0 . (34)

For numerical purposes we use eqs. (29), (31) and (32) to determine ϕ′′, a′′ and W ′′ as a function

of ϕ, a, W , ϕ′, a′ and W ′, and by stepping forward in η generate a solution as a function of η.

By contrast, eq. (34) must be read as a constraint rather than an evolution equation because it

contains no second derivatives. The consistency of this constraint with the evolution equations is

guaranteed (as usual) by general covariance and the Bianchi identities. Evaluating this constraint

at the ‘initial’ point, η = η0, gives H in terms of the assumed initial conditions.

B. Solutions

A general class of solutions to the field equations obtained using these ansätze is found in

ref. [12], which (using their conventions for which κ2 = 1
2 and ĝ = 4g/κ2 = 8g) has the form

eϕ = W−2e−λ3η

W 4 =

(

Qλ2

4gλ1

)

cosh[λ1(η − η1)]

cosh[λ2(η − η2)]
(35)

a−4 =

(

gQ3

λ3
1λ2

)

e−2λ3η cosh3[λ1(η − η1)] cosh[λ2(η − η2)]

and F =

(

Qa2

W 2

)

e−λ3η dη ∧ dθ .

Here λi, ηi and q̂ are integration constants, which are subject to the constraint λ2
2 = λ2

1 + λ2
3. For

all of these solutions the 4D metric is flat: qµν = ηµν .

These solutions have at most two singularities, and these are located at η → ±∞. Locally

changing coordinates to the local proper distance, η → r± with dr± = ∓aW 4 dη, brings the

singularities at η → ±∞ to r± = 0, and shows that these solutions have the asymptotic form
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ungauged supergravities [23], while A = 2g2/κ4 ≡ ĝ2/8 for chiral gauged supergravity [15]. For

the remainder of this section we focus on compactifications to 4 dimensions in the chiral gauged

case in the presence of a 2-form flux, FMN , for which d = 2, n = 4 and p = 1.

The equations of motion obtained with these choices are

!ϕ+
κ2

4
e−ϕFMNFMN −

κ2ĝ2

8
eϕ = 0 (24)

∇M
(

e−ϕFMN
)

= 0 (25)

RMN + ∂Mϕ∂Nϕ+ κ2e−ϕFMPF
P
N +

1

2
(!ϕ)gMN = 0. (26)

Following ref. [12] we now make the following ansatz for the metric

ds2 = ĝMN dxMdxN = W 2qµν dx
µdxν + a2dθ2 + a2W 8dη2, (27)

where the coordinates (η, θ) parameterize the 2 internal dimensions and qµν is a maximally-

symmetric 4D metric. (In what follows we take qµν to be the 4D de Sitter metric having Hubble

constant H. The anti-de Sitter case can be obtained from the final results by taking H2 → −H2.)

We assume axial symmetry by requiring W , a and ϕ to be functions only of η. The gauge potential

is taken to have the monopole form A = Aθ(η) dθ, and so the only nonzero component of F is

Fηθ(η).

We next write the ordinary differential equations which determine the unknown functions ϕ, a

and W and the unknown constant H. To this end, writing the (Maxwell) equation for FMN as

∂M (
√
−g e−ϕFMN ) = 0 implies (e−ϕFηθ/a2)′ = 0, where primes denote differentiation with respect

to η. Integrating gives

Fηθ = Qa2eϕ, (28)

where Q is an integration constant, and so in particular FMNFMN = 2Q2e2ϕ/W 8.

Using !̂ϕ = ϕ′′/(a2W 8) the equation of motion for the dilaton similarly becomes

ϕ′′ +
κ2

2
Q2a2eϕ −

κ2ĝ2

8
a2W 8eϕ = 0. (29)

Finally, the Einstein equations are obtained using the following expression for the nonzero

components of the Ricci tensor:

R̂µν = qµν

[

1

a2W 8

[

WW ′′ − (W ′)2
]

− 3H2

]

R̂θθ =
aa′′ − (a′)2

a2W 8
(30)

R̂ηη =
1

a2W 2

[

aW 2a′′ + 4a2WW ′′ −W 2(a′)2 − 8 aWa′W ′ − 16 a2(W ′)2
]

.

13



Numerical de Sitter solution

In terms of these variables the Lagrangian becomes

L = (x′)2 − (y′)2 + (z′)2 − κ2Q2 e2x +
ĝ2κ2

4
e2y − 12H2 e2y+z . (40)

We have set N = 1 but continue to keep in mind its role in determining the constraint. The

‘potential’ terms simplify further if we also redefine

X =
1

2
ln(κ2Q2) + x

Y =
1

2
ln(ĝ2κ2/4) + y (41)

Z = ln(48|H2|/ĝ2κ2) + z

and so

L = (X ′)2 − (Y ′)2 + (Z ′)2 − e2X + e2Y − ϵe2Y+Z . (42)

where ϵ = +1 for de Sitter and −1 for anti-de Sitter solutions. We now integrate the equations

of motion obtained from this lagrangian to obtain explicit solutions for the extra-dimensional

geometries. Since X has the equation of motion

X ′′ + e2X = 0 (43)

it decouples from the other variables. Its equation can be directly integrated to give

(X ′)2 + e2X = λ2
1, (44)

and so e−X = λ−1
1 cosh[λ1(η − η1)]. The remaining two nontrivial equations of motion become in

these variables

Y ′′ + e2Y − ϵe2Y+Z = 0

Z ′′ +
ϵ

2
e2Y+Z = 0 , (45)

along with the constraint λ2
1 − (Y ′)2 + (Z ′)2 − e2Y + ϵe2Y+Z = 0, whose solutions we obtain

numerically below.

In terms of these variables the asymptotic behaviour of the solutions assumed in previous

sections near the singularities is linear in η. For example, using eqs. (39) and (41) to write X in

terms of ϕ and W , and then using the asymptotic forms given by eqs. (10) and (11), we see

2X = ϕ+ 2 ln a+ ln
(

κ2Q2
)

≈ (q± + 2α±) ln r± ≈ ∓(q± + 2α±)η, (46)
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FIG. 1: Typical behaviour of Y as a function of η for de Sitter solutions (ϵ = +1). The function interpolates

between two asymptotically linear regimes. The gradient is always positive as η → −∞ and negative as

η → +∞.
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FIG. 2: Typical behaviour of Z as a function of η for de Sitter solutions (ϵ = +1). The solutions are

asymptotically linear with different gradients. For a suitable choice of initial data the gradient can change

sign as in Fig. 1.
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ĝ2κ2

4
e2y − 12H2 e2y+z . (40)

We have set N = 1 but continue to keep in mind its role in determining the constraint. The

‘potential’ terms simplify further if we also redefine

X =
1

2
ln(κ2Q2) + x

Y =
1

2
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X,Y,Z linear combinations 
of  log W, log a, 𝝋

𝝐 = 𝑯𝟐

Solutions stable under small perturbations!



6D (1,0) Supergravity From String Theory?

• M-theory/IIA on hyperbolic manifold H(2,2)

Consistent truncations give Salam-Sezgin theory
Cvetic, Gibbons, Pope hep-th/0308026

• F-theory on elliptic Calabi-Yau
Grimm, Pugh 1302.3223
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10D String on H(2,2) x S1

Cvetic et al 2003

Any solution to the 6D equations from:

From:

Can be uplifted to solutions of 10D (string) equations:

3.2 Numerical dS solutions

3.3 Stability analysis

4 6D Supergravity from String Theory

Starting from M-theory there are at least two independent ways to obtain the chiral 6D (1, 0) super-
gravity theory:

1. 11D Dimensional reduction on Hyperbolic space H
(2,2). Dimensional reduction of 11D super-

gravity to 10D IIA and further truncation to heterotic/type I strings and then compactify these
on H

(2,2)
⇥ S1 [2].

2. Flux F-theory compactification on elliptically fibered Calabi-Yau . Start from 11D supergravity
on a 3-complex dimensional elliptically fibered Calabi-Yau manifold to obtain 5D supergravity
and uplift to 6D [4].

We summarise the first approach in this section and leave next section for the F-theory approach..

4.1 String theory on Hyperbolic space H
2,2

⇥ S1

The 6D theory is obtained by a series of dimensional reductions and consistent truncations. At the end
it amounts to a dimensional reduction of the e↵ective action of type I/heterotic strings on H

(2,2)
⇥S1

where H
(2,2) is the 3D hyperbolic space determined by the real coordinates yi, i = 1, · · · , 4 subject to

the constraint y21 + y22 � y23 � y24 = 1 and S1 a circle of radius R.
We can start directly from the relevant heterotic/type I bosonic part of the Lagrangian (with

hatted quantities being 10D):

L10 = R̂⇤̂1�
1

2
⇤̂d�̂ ^ d�̂�

1

2
e��̂

⇤̂F̂(3) ^ F̂(3) (4.1)

Compactifying on the 4D space H
(2,2)

⇥ S1 with coordinates ⇢,↵,� for H(2,2) with

y1 + iy2 = cosh ⇢ei↵; y3 + iy4 = sinh ⇢ei� (4.2)

with 0  ⇢  1, 0  ↵,� < 2⇡ and use z as the S1 coordinate. The solutions found in [2] correspond
to the metric:

dŝ210 = (cosh 2⇢)1/4

e��/4ds26 + e�/4dz2 +

e�/4

2ḡ2

✓
d⇢2 +

cosh2 ⇢

cosh 2⇢
(D↵)2 +

sinh2 ⇢

cosh 2⇢
(D�)2

◆�
(4.3)

where D↵ = d↵� ḡA(1), D� = d� + ḡA(1). The antisymmetric field takes the form:

F̂(3) = H(3) +
sinh 2⇢

2ḡ(cosh 2⇢)2
d⇢ ^D↵ ^D� +

1

2ḡ cosh 2⇢
F(2) ^

�
cosh2 ⇢D↵� sinh2 ⇢D�

�
(4.4)

where H(3) the 6D antisymmetric tensor field strength, F2 = dA(1) and dH3 = 1
2F(2) ^ F(2).

Finally the dilaton in 10D �̂ (which from the I truncation of type IIA strings determines the string
coupling gs = he�̂i ) relates to the dilaton in 6D ' as:

e�̂ = (cosh 2⇢)�1/2 e' (4.5)

so weak string coupling corresponds to large ⇢ and/or large negative '. For the type I truncation
of IIB strings, the same ansatz holds with the exchange of the three form F(3) from NS-NS to RR

– 5 –
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2ḡ2

✓
d⇢2 +

cosh2 ⇢

cosh 2⇢
(D↵)2 +

sinh2 ⇢

cosh 2⇢
(D�)2

◆�
(4.3)
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Starting from M-theory there are at least two independent ways to obtain the chiral 6D (1, 0) super-
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In general the scalar fields come from the tensor multiplets and hypermultiplets. The ones from
the tensor multiplets parametrise the coset SO(1, nT )/SO(nT ) whereas those from the hypermultiplets
parametrise a quternionic manifold. Since we will be mostly interested on vacuum configurations, we
will ignore all of the fermion degrees of freedom and restrict to the simplest case nT = 1 and set the
scalars of the hypermultiplets to be constant which in practice means nH = 01. We will relax this
condition later on when we discuss F-theory and one hypermultiplet cannot be set to constant.

This is the action that was considered in the original paper of Salam and Sezgin. The Lagrangian
for this theory is then:

L6 = R ⇤ 1� ⇤d� ^ d��
1

2
e�'

⇤ F(2) ^ F(2) �
1

2
e�2'

⇤H(3) ^H(3) � 8g2e' ⇤ 1 (2.2)

with F(2) = dA(1), H(3) = dB(2) +
1
2F(2) ^A(1).

The bosonic equations of motion are:

RMN = @M'@N'+
1

2
e�'

✓
F 2
MN

�
1

8
F 2gMN

◆
+

1

4
e�2'

✓
H2

MN
�

1

6
H2gMN

◆
+ 2g2e'gMN

= @M'@N'+
1

2
e�'F 2

MN
+

1

4
e�2'H2

MN
�

1

4
⇤' gMN

⇤' =
1

4
e�'F 2 +

1

6
e�2'H2

� 8g2e' (2.3)

d
�
e�'

⇤ F(2)

�
= e�2'

⇤H(3) ^ F(2)

d
�
e�2'

⇤H(3)

�
= 0

with FMN defined as F(2) = FMNdxM
^ dxN , etc.

It is straightforward to see that the system has a classical scaling symmetry:

gMN ! !gMN ; e' ! !�1e'; L6 ! !2
L6 (2.4)

which leaves the equations of motion invariant. Notice also that Einstein’s equations get much sim-
plified when written as in the second line in terms of ⇤'.

When looking for maximally symmetric solutions in 4D we will then look for solutions with
H3 = 0. This simplifies substantially the search. The Salam-Sezgin solution corresponds to turning a
non-vanishing value for the flux of Fmn / ✏mn with m,n = 5, 6 labelling the 2 extra dimensions and the
metric ds2 = dxµdxµ + ds22 with ds22 corresponding to the geometry of a 2-sphere and µ, ⌫ = 0, 1, 2, 3.
Notice that for constant ', its equation is satisfied by cancelling the fluxes by the scalar potential and
the all the other equations are automatically satisfied. The solution is then R1,3

⇥ S2 with R1,3 the
four dimensional Minkowski spacetime and S2 the two-sphere.

The Salam-Sezgin solution was found to preserve N = 1 supersymmetry and since ' is constant,
it gives rise to a supersymmetric flat direction in 4D which is consistent with the classical scaling
symmetry. Notice that due to the runaway potential for ' does not allow the possibility of a maximally
symmetric solution in 6D. In some sense it asked for a compactified solution with maximal symmetry in
4D rather than 6D. This solution was shown to be the unique non-singular solution of these equations
[6].

3 4D dS, AdS and Minkowski from 6D Supergravity

Review the Burgess et al classic for solutions with singularities....

1We emphasise that the values of nT , nV and nH are restricted by the anomalous cancellation condition so our
analysis applies to any of their values satisfying this constrain.
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(𝜌, 𝛼, 𝛽) (z)

Then the 6D de Sitter solutions can be uplifted to 10D !!!



6D Supergravity from F-theory

where Kc is the Kähler potential for the complex structure deformations zκ and we have expanded

PΛA
B in terms of the Pauli matrices as

PΛA
B = P x

Λσ
x
A
B , (2.35)

for x = 1, 2, 3 . We note that for the SU(3) structure reductions we have considered this gives

PΛA
B =

ie
1
2Kc

16
√
V
eKΛ(Z

K + Z̄K)σ1A
B +

e
1
2Kc

16
√
V
eKΛ(Z

K − Z̄K)σ2A
B +

i

8V
eKΛξ

Kσ3A
B , (2.36)

where ZK are the scalars that appear in the expansion of Ω such that we may chose a basis in which

ZK = {1, zκ}.

To close this section let us also add the terms arising from a nontrivial background flux Gflux
4 .

Combining the gaugings (2.20) with the gauging induced by the non-vanishing eKΛ one finds

Dqu =

⎧

⎪

⎨

⎪

⎩

dΦ + 2AΛθΛ , if qu = Φ ,

dξ̃K +AΛeKΛ , if qu = ξ̃K ,

dqu , if qu ≠ Φ, ξ̃K .

(2.37)

The total potential may then be derived from (2.34) and (2.21). The modifications (2.37) encode the

deviations from a standard Calabi-Yau reduction of M-theory. In the next sections we will demonstrate

the up-lift of this five-dimensional gauged supergravity theory to six-dimensions. This will then be

interpreted as performing the M-theory to F-theory limit.

2.3 Circle reduction of gauged 6D supergravity

Having derived the 5D gauged supergravities obtained by M-theory compactifications we will now

turn to the F-theory side. The starting point will be a general 6D (1, 0) gauged supergravity [44, 45].

We will dimensionally reduce this theory on a circle and then determine the couplings by comparison

with the M-theory reduction.

The 6D theory is specified by a “pseudo action” in the sense that self-duality conditions for three-

form field strengths need to be imposed by hand after variation of the action. In the following we will

indicate 6D quantities by a ˆ. The 6D tensor multiplets contain a scalar ĵα and a two-form B̂α with

field strength Ĝα as bosonic degrees of freedom. The bosonic fields of the 6D hypermultiplets describe

four scalars q̂U each. The bosonic components of the 6D vector multiplets contain only the vectors

ÂI . These are in general non-Abelian with field strength F̂ I = dÂI + 1
2f

I
JKÂJ ∧ ÂK . At lowest order

in derivatives the pseudo-action is given by

S(6) =

∫

M6

[

1

2
R̂∗̂1− 1

4
ĝαβĜ

α ∧ ∗̂Ĝβ − 1

2
ĝαβdĵ

α ∧ ∗̂dĵβ − 1

2
ĥUV D̂q̂U ∧ ∗̂D̂q̂V

− 2Ωαβ ĵ
αbβCIJ F̂

I ∧ ∗̂F̂ J − Ωαβb
αCIJ B̂

β ∧ F̂ I ∧ F̂ J − V̂ (6)∗̂1̂
]

, (2.38)
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Then for the potential induced by the flux gaugings in 5D where (2.24) applies the 6D potential is

given by

V̂
(6)
flux =

1

32Ωαβ ĵαbβV̂2
C−1ijθiθj . (2.62)

This potential has a runaway direction for the scalars ĵα and V̂ and as a result the 6D theory effective

theory has no maximally symmetric solutions. We will discuss the non-maximally symmetric solution

which replace this in the next section.

We can also up-lift the gaugings induced in the reduction on the SU(3) structure manifold. As

before we compare the gaugings that are arise in the circle reduction (2.46) with (2.33) to find that

the only non-vanishing killing vectors of the 5D hypermultiplet target space are k
ξ̃K
i = eKi with all

other components of the killing vectors vanishing.

We can also consider the F-theory duals of these lifted SU(3) structure deformations. Here we find

that the gaugings of the 6D effective theories are caused in the IIB reduction by the presence of extra

massive U(1) symmetries. To see this we can note that when these symmetries are included there will

be an additional term of the from
∫

D7

ˆ̂C6 ∧ Tr( ˆ̂F ), (2.63)

where ˆ̂C6 is the Ramond-Ramond 6-form and these extra U(1) branes wrap new cycles Si on the base

B2. To reduce these extra terms to 6D we expand ˆ̂C6 = ẐK
4 ∧ iηαK , where η is a vector that projects

αK to a 2-form on the base, and then integrate over Si. This then gives rise to extra terms in the 6D

action of the form
∫

D7

ˆ̂C6 ∧ Tr( ˆ̂F ) =

∫

M6

ẐK
4 ∧ F̂ i

∫

Si

iηαK =

∫

M6

ẐK
4 ∧ F̂ ieiK . (2.64)

When the 4-form ẐK
4 is dualized to give the scalar ˆ̃

ξK this term then gives rise to gaugings present in

our 6D effective theory. We note from this that if we make the gauge choice as described in section

2.2 and expand αK into α0 and ακ then, as iηα0 is a (2, 0)-form and Si is a (1, 1)-cycle, we see that

e0i = 0 for the F-theory gaugings we describe here. These are then dual to a restricted set of SU(3)

structure deformations which also satisfy this constraint.

As before we can also compare the scalar potentials find that in this case

V̂
(6)
U(1) =

1

32Ωαβ ĵαbβ
C−1ij(

1

V2
eκieλjξ

κξλ +
eKc

V eκieλjz
κz̄λ) . (2.65)

When interpreted as coming from D7-branes the potential arises by expanding the Dirac-Born-Infeld

action. The first term of the potential depends on the Wilson line scalars, while the second term

depends on the D7-brane deformations. The latter indicates that certain D7-brane deformations are

actually massive since they require it to wrap a non-supersymmetric cycle.
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From 6D to 4D

So the equations we get are:

'
00 = Ṽ e

'�2�+2⌦+8� � 2C�02
e
�'�2⌦+2�

, (4.24)

�
00 = �k

2

4
e
�2�+8�+2� � 4Ṽ e

'�2�+2⌦+8�
, (4.25)

�00 = 3H2
e
2⌦+6� � 1

2
'
00
, (4.26)

⌦00 = �4C (�0)
2
e
�'�2⌦+2� � 1

8
k
2
e
�2�+8�+2� � 1

2
'
00
, (4.27)

�00 = �0
'
0 + 2⌦0�0 � (�0)

2
+

k
2

32C
e
'�2�+2⌦+8�

. (4.28)

This together with the constraint above and the general result from the second derivative equa-
tions, namely:

�
00 = 2⌦00 � 3'00 (4.29)

and the asymptotic behaviour at large ⌘ should simplify the numerical solutions.

4.3 Equations in terms of proper distance

Going from ⌘ to the proper distance r variable with dr = aW
4
d⌘ = e

⌦+4�
d⌘ we have the metric:

ds
2 = W (r)2qµ⌫dx

µ
dx

⌫ + a(r)2d✓2 + dr
2 = e

2�(r)
qµ⌫dx

µ
dx

⌫ + e
2⌦(r)

d✓
2 + dr

2 (4.30)

For a function F :

dF

d⌘
= F

0 = e
⌦+4�

Ḟ , F
00 = e

2⌦+8�
h
F̈ +

⇣
⌦̇+ 4�̇

⌘
Ḟ

i
(4.31)

where dot means d/dr.
Therefore writing all the equations in terms of proper distance r we can see that the constraint

can be written as:

6H2
e
�2� � 4⌦̇�̇� 6�̇2 +

1

2
'̇
2 +

1

4
�̇
2 + 2Ce

�'�2⌦+2��̇2 � Ṽ e
'�2� � k

2

16
e
�2��2⌦+2� = 0 (4.32)

The equations:

'̈+
⇣
⌦̇+ 4�̇

⌘
'̇ = Ṽ e

'�2� � 2C�̇2
e
�'+2��2⌦

�̈+
⇣
⌦̇+ 4�̇

⌘
�̇ = �k

2

4
e
�2�+2��2⌦ � 4Ṽ e

'�2�

�̈+
⇣
⌦̇+ 4�̇

⌘
�̇ = 3H2

e
�2� � 1

2

⇣
'̈+

⇣
⌦̇+ 4�̇

⌘
'̇

⌘
(4.33)
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⇣
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⌦̇ = �4C�̇2
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�'+2��2⌦ � k
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�2�+2��2⌦ � 1

2
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⇣
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k
2

32C
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'�2�

with the relation:
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⌦̇+ 4�̇
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�̇+ 3'̇� 2⌦̇

⌘
(4.34)
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tions, namely:

�
00 = 2⌦00 � 3'00 (4.29)

and the asymptotic behaviour at large ⌘ should simplify the numerical solutions.

4.3 Equations in terms of proper distance

Going from ⌘ to the proper distance r variable with dr = aW
4
d⌘ = e

⌦+4�
d⌘ we have the metric:

ds
2 = W (r)2qµ⌫dx

µ
dx

⌫ + a(r)2d✓2 + dr
2 = e

2�(r)
qµ⌫dx

µ
dx

⌫ + e
2⌦(r)

d✓
2 + dr

2 (4.30)

For a function F :

dF

d⌘
= F

0 = e
⌦+4�

Ḟ , F
00 = e

2⌦+8�
h
F̈ +

⇣
⌦̇+ 4�̇

⌘
Ḟ

i
(4.31)

where dot means d/dr.
Therefore writing all the equations in terms of proper distance r we can see that the constraint

can be written as:

6H2
e
�2� � 4⌦̇�̇� 6�̇2 +

1

2
'̇
2 +

1

4
�̇
2 + 2Ce

�'�2⌦+2��̇2 � Ṽ e
'�2� � k

2

16
e
�2��2⌦+2� = 0 (4.32)

The equations:

'̈+
⇣
⌦̇+ 4�̇

⌘
'̇ = Ṽ e

'�2� � 2C�̇2
e
�'+2��2⌦

�̈+
⇣
⌦̇+ 4�̇

⌘
�̇ = �k

2

4
e
�2�+2��2⌦ � 4Ṽ e

'�2�

�̈+
⇣
⌦̇+ 4�̇

⌘
�̇ = 3H2

e
�2� � 1

2

⇣
'̈+

⇣
⌦̇+ 4�̇

⌘
'̇

⌘
(4.33)

⌦̈+
⇣
⌦̇+ 4�̇

⌘
⌦̇ = �4C�̇2

e
�'+2��2⌦ � k

2

8
e
�2�+2��2⌦ � 1

2

⇣
'̈+

⇣
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⌘
'̇

⌘

�̈+
⇣
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⌘
�̇ = �̇'̇+ 2⌦̇�̇� �̇2 +

k
2

32C
e
'�2�

with the relation:
�̈� 2⌦̈+ 3'̈ = �

⇣
⌦̇+ 4�̇

⌘⇣
�̇+ 3'̇� 2⌦̇

⌘
(4.34)
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Field equations

Constraint

𝝌 =log volume,  𝜞 =log W,  𝜴 = log a , 𝜟 = log A H2>0 de Sitter



Asymptotic solutions

4.3.1 Near brane solutions

Consider the behaviour close to r = 0 by assuming

' = q ln r

� = s ln r

� = w ln r (4.35)

⌦ = ↵ ln r

� = � ln r

Assuming k = 0 we get:

1

2
q
2 +

1

4
s
2 + 10w2 � 4w = 0

↵+ 4w � 1 = 0

�(q + 2↵� �) = 0 (4.36)

2� > q + 2↵

� > s+ ↵� 1

w < 1

The first three equations determine s,↵, � in terms of w, q. The next two put constraints on the q, w

space. It is interesting to notice that if the region w < 1 is allowed then these solutions automatically
include the H 6= 0 case.

We can be more explicit and substituting ↵ = 1� 4w and � = q + 2↵ = q + 2� 8w or � = 0. Let
us see. The quadratic equation can be written as:

40

✓
w � 1

5

◆2

+ 2q2 + s
2  8

5
(4.37)

Which defines the interior of an ellipsoid. This implies that

0  w  2

5
, � 2p

5
 q  2p

5
, �

r
8

5
 s 

r
8

5
. (4.38)

These conditions still leave plenty of room for solutions in the w, s, q plane. In particular we
have w < 1 and so the asymptotic solution near r = 0 is independent of the spacetime curvature
H

2. From the third equation in (4.40) we can see two branches depending on the values of �, either
� = 0 or � = q + 2↵ = q � 8w + 2. For � = 0 the constraints become q + 2 < 8w and s < 4w. The
intersections of these two planes with the interior of the ellipsoid define the allowed parameter space.
A complementary space is defined for the second solution � = q � 8w + 2 for which the constraints
become q + 2 > 8w and s < q � 4w + 2.

More generally we can consider:

' = q ln r + lnu

� = s ln r + ln v

� = w ln r + lnx (4.39)

⌦ = ↵ ln r + ln y

� = � ln r + ln z
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where u, v, x, y, z are constants. Instead of assuming that the derivative terms dominate we can
consider under which conditions the non-derivative terms are of the same order as the derivative
terms. That means all or some of them scale as 1/r2 Assuming k = 0 and that all scale as 1/r2 we
get:

1

2
q
2 +

1

4
s
2 � 6w2 � 4↵w +

6

x2
H

2 +
2Cz

2

uy2
�
2 � u

v2
Ṽ = 0

(↵+ 4w � 1)q � u

v2
Ṽ +

2Cz
2

uy2
�
2 = 0

(↵+ 4w � 1)s+
4u

v2
Ṽ = 0

(↵+ 4w � 1)w � 3

x2
H

2 + (↵+ 4w � 1)
q

2
= 0

(↵+ 4w � 1)� � (q + 2↵� �)� = 0 (4.40)

2� � q � 2↵ = 0

q � 2s+ 2 = 0

w � 1 = 0

In principle we have 8 equations for 10 unknowns:q, s, w,↵, �, u, v, x, y, z. However the last 5 unknowns
only come in 3 combinations x, z

2

uy2 ,
u

v2 . We then find a solution of these equations:

q = �2

9
, s =

8

9
, ↵ =

1

9
, w = 1, � = 0,

u

v2
Ṽ = �56

81
,

3H2

x2
=

224

81
(4.41)

with z
2

uy2 arbitrary.
Therefore we have found scaling solutions for which all the terms in the equations blow-up with

1
r
at the same rate, unlike the approximate solutions for which the derivative terms dominate.
Notice that this set of solutions assume that all terms scale as 1

r2
which is not necessarily the

general case. In particular for H = 0 there is no need to impose w = 1. For H = 0 we have

q = �2

9
, s =

8

9
, ↵ =

1

9
, w =

1

9
, � = 0,

u

v2
Ṽ =

8

81
(4.42)

with x and z
2

uy2 arbitrary. These conditions will also apply for H 6= 0 as long as w < 1 since then the
terms including H are subdominant. This means that only for the dS case we have two solutions one
with w = 1 and the approximate with w = 1

9 .

4.3.2 Numerical solutions

We can now start with these near brane solutions to provide the boundary conditions for a full fledge
solution for all values of the proper distance r. To solve numerically the equations we have imposed
the initial conditions in the near-brane region at r ⌘ r0 = 10�10, choosing the parameters in so that
the constraint is satisfied. The numerical value of the parameters is:

� = 0 , ↵ =
3

4
q =

1

2
, s ' 0.5863 , w = 0.0625 . (4.43)

All the solutions are divergent both at r = 0, where the brane is located and wawy from the brane
at r = re. We will interpret the second divergence as the presence of another brane-like object. Note
the exact value of re slightly varies in the three cases H2 = 0 and H = ±0.1:

H
2 = 0 : re ' 0.4722 , H

2 = �0.1 : re ' 0.4720 , H
2 = 0.1 : re ' 0.4723 . (4.44)
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Near brane solutions:

Kasner constraints
(BKL: Belinsky et al)

or



Numerical Solutions H2= 𝟎
H

2 = 0

φ
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(a) The function

varphi goes to � inf at r = 0 and to + inf at

r = re.

(b) The function � diverges towards negative val-

ues both at r = 0 and r = re.

(c) The function ⌦ diverges towards negative val-

ues both at r = 0 and r = re.

(d) The function � diverges towards negative val-

ues both at r = 0 and r = re.

Figure 1: The four solutions of the system in Eq. (??) all diverge both at r = 0 and at r = re.

H
2
< 0

H
2
> 0

4.3.3 Interpretation of the singularities

4.4 More general solutions

Include now the possibility k 6= 0 and reproduce Grimm’s case. Including also non-trivial profile for
the string dilaton ⌧
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Numerical AdS Solutions H2≤ 𝟎
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Figure 2: The four solutions of the system in Eq. (??) all diverge both at r = 0 and at r = re.

5 Appendix

5.1 Di↵erential forms

Given a n-form A living in a D-dimensional spacetime

A = AA1···Andx
1 ^ · · · ^An , (5.1)

the ⇤-operator maps it into a D � n form:

⇤
�
dx

A1 ^ . . . dx
An

�
=

1

(D � n)!
g
A1B1 · · · gAnBn✏B1···BnBn+1···BDdx

Bn+1 ^ · · · ^ dx
BD , (5.2)

where

✏A1···AD =
p

|g|✏̃A1···AD ✏
A1···AD =

1p
|g|

✏̃
A1···AD , (5.3)

and ✏̃ is the Levi-Civita antisymmetric density (which only takes the values �1, 0 and 1), such that

✏̃01...D�1 = (�1)D�1
✏̃
01...D�1 = (�1)D�1

, (5.4)

and
✏̃⌫1...⌫nµn+1...µD ✏̃

µ1...µD = (�1)D�1(D � n)!�µ1...µn
⌫1...⌫n

, (5.5)
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sgn(�)�
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⌫1...⌫n . (5.6)

Note that
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⇤1 =
1

D!
✏µ1...µDdx
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|g|dDx . (5.8)

and using that
✏̃µ1...µD ✏̃

µ1...µD = (�1)D�1
D! , (5.9)

we can write the useful relation

dx
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µ1···µD = d
D
x✏̃

µ1···µD (5.10)
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