Sustainability

Introduction

We had discussions on green computing last year, | won't recap..
Focus on a few recents informations | collected from various sources to launch the discussion
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¢ DELL server lifetime carbon assessment
¢ Empreinte fabrication
¢ Construction is ~50% of the overall carbon footprint over the
entire lifetime of a server
¢ RAM and SSD are carbon costly
¢ Caveat: these studies are based on machine config quite
different from our usual WN and with shorter lifetime..

¢ WLCG: different disk server configurations worldwide
¢ 12x8TB server in 10+2 RAID6 - 1.9W/TB
¢ 14x16TB serverin 12+2 RAID6 —» 1.2W/TB
¢ 36x16TB server in (7+2)xN RAID6 — 0.82W/TB

¢ Zach Marshall ATLAS C&S week Oct 2023
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https://www.delltechnologies.com/asset/en-us/products/servers/technical-support/Full_LCA_Dell_R740.pdf
https://www.boavizta.org/en/blog/empreinte-de-la-fabrication-d-un-serveur

Processors

GridPP HEPScore Measurements

UK Computing for Particle Physics

Machine CPU Threads HEPScore
Test AMD 1x EPYC 7643 HT 96 1359
Std AMD WN 2x EPYC 7513 HT 128 1887
AMD Bergamo 2xX EPYC 9754 HT 512 7497 4
Test ARM 1X ALTRA 80 80 1513
2
Farm ARM 2x ALTRA 80 160 26197 o
Ampere Max 1x ALTRA Max 128 2065
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Processors

GridPP HEPScore/Watt

UK Computing for Particle Physics

Machine CPU Threads  HS/Watt

Test AMD 1X EPYC 7643 HT 96 3.7
Std AMD WN 2x EPYC 7513 HT 128 4.2
AMD Bergamo 2x EPYC 9754 HT 512 6.3 50% improvement from 7513 WN
Test ARM 1x ALTRA 80 80 5.6

Farm ARM 2x ALTRA 80 160 5.2 77
Ampere Max 1X ALTRA Max 128 7.0 25% improvement from 80c

= HEPScore/Watt ( to Events/Joule)
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Processors

GridPP Energy Efficiency vs Clock

UK Computing for Particle Physics

HEP-Score
- * Running one step below max clock

frequency seems to be the sweet-spot
i for all CPUs tested.

o

HEP-Score

* On ARM128, frequency reduction
lowers HEPScore by 6.5% but saves
another 9% of the energy.

* No data on Bergamo (bug?)
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Processors

ORAP51

¢ ADASTRA at CINES
¢ The new machine is a scaled-down copy of LUMI (Finland) or
FRONTIER (USA)
¢+ AMD Genoa + AMD GPU
¢ Liquid cooled (1 rack weights 4t!)
+ Same overall performances as the machine it replaces (Intel
Haswell) but 1/3 of eletricity
¢ Fewers racks: CINES would have enough room and cooling
for an exascale machine!
¢ EBEuropean processor(s)
¢ Rhea architechture ARM out in 2024 (?)
¢ Designed for HPC, next design is “server oriented”
+ European design but not fabrication

¢ RISC-V arch:
+ A credible server proc seems to be years away



http://orap.irisa.fr/51-ieme-forum-vers-lexascale-et-au-dela-architecture-et-technologies/

PUE

Zach Marshall ATLAS C&S week Oct 2023

What affects PUE"? Anything we can recommend?
o [ransition from air to water cooling (LRZ example: 1.4 — 1.1)

o Ambient temperature, weather, building construction (CERN old center: 1.6; PCC:
~1.1; RAL: ~1.2; NERSC 1.06)

Pretend your Berkeley-based data center has a PUE of 1.2, and you could build a new center
with a PUE of 1.1. How long does the new data center need to run before you have amortized the
carbon from construction and are really “winning”?

(1.2-1.1)/1.2 * 5 MW datacenter at 0.12 mTCO2e/MWh vs. 14,000 m? at 8.7 kg CO2e/m2
— 4 months (super worth it)

Pretend your CERN-based data center has a PUE of 1.6, and you could build a new center with a
PUE of 1.1. How long does the new data center need to run before you have amortized the
carbon from construction and are really “winning”?

(1.6-1.1)/1.6 * 4 MW datacenter at 0.075 kg CO2e/kWh vs. 10,000 m? at 8.7 kg CO2e/m2
— 2 months (even more worth it)

, &




CPU pacing

¢ Adapt CPU freq to smooth out electricity peaks (more
expensive, dirtier)
¢ Modulations during the day: we need a constant feed of
information and be reactive

¢ In ATLAS, studied in DE and UK
¢ Deyvil’s in the details...

+ Jobs will take longer clock time:
¢ Adapt batch system so they are not killed in time limit
¢ Need work on proxy/tokens renewal since it also has expiration date

¢ Accounting to be adapted
+ Pledges will have to anticipate the average CPU power loss




¢ ATLAS:
¢ Task summary now has an evaluation of the average carbon
cost (JEDI)
¢+ We could have less crash in user analysis....
¢ Data Center Model being developped by Bristol
¢




Liens

¢ CHEP
¢ Tier 2 footprint, IRISCAST, WLCG vs energy
¢ Forum ORAP51
¢+ ARM, RICS-V, ADASTRA, HPC roadmap from AMD
¢ Articles
Carbon footprint
DELL server lifetime carbon assessment
Empreinte fabrication
Empreinte carbone de I'heure de calcul
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https://indico.jlab.org/event/459/contributions/11612/attachments/9363/13573/CHEP2023%20-%20T2%20Environmental%20Impact.pdf
https://indico.jlab.org/event/459/contributions/11639/attachments/9438/13684/CHEP-2023-05.pdf
https://indico.jlab.org/event/459/contributions/11499/attachments/9236/14205/WLCGEnergyNeedsCHEP2023.pdf
http://orap.irisa.fr/51-ieme-forum-vers-lexascale-et-au-dela-architecture-et-technologies/
https://arxiv.org/abs/2011.02839
https://www.delltechnologies.com/asset/en-us/products/servers/technical-support/Full_LCA_Dell_R740.pdf
https://www.boavizta.org/en/blog/empreinte-de-la-fabrication-d-un-serveur
https://hal.science/hal-02549565

