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SILVACO TCAD TOOL
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TCAD simulations
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• Technology Computer Aided Design - TCAD

• Solve drift/diffusion & Poisson equations for electrons and holes:

• taking into account boundary conditions
– Electrodes’ potentials, interface charges, etc

• on a grid of points

;

;



Normal work flow for a HEP silicon sensors

Design Production Electrical test

Irradiation
Charge 

collection 
studies

Publish the 
results!
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TCAD simulation work flow

Design a 
sensor

Build the  
mesh

Ramp up the 
bias

Add rad
damage effectsStudy the CCEPublish the 

results
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So why bother with simulations?
• You repeat all the “steps” of real sensors…
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So why bother with simulations?
• You repeat all the “steps” of real sensors…
• It is not true! 
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Possible work flow for real sensors

Design Production Electrical test

Irradiation
Charge 

collection 
studies

BROKEN 
SENSOR / POOR 
PERFORMANCE

END OF THE 
STORY - $$$ 

LOST!
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TCAD simulation work flow

Design a sensor Build the mesh Ramp up the bias

Add rad damage 
effectsStudy the CCE

BAD RESULT?
POOR 

PERFORMANCE?
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TCAD simulation work flow

Re-design (a 
better) sensor Build the mesh Ramp up the bias

Add rad damage 
effectsStudy the CCE

BAD RESULT?
POOR 

PERFORMANCE?
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Simulations benefits
• Simulating sensors helps in saving:
Ø Development time
Ø Number of submissions
Ø Money
• You can learn a lot in terms of:
q Physics

• Study quantities otherwise not accessible!
• Examples: 

• Carrier distribution
• Electric field distribution
• Current densities
• Etc.…
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EXAMPLE: EDGELESS DETECTORS
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Edgeless pixel detector

“Development of edgeless n-on-p planar pixel sensors 
for future ATLAS uprades”
M. Bomben et al., Nuclear Science, Nuclear 
Instruments and Methods in Physics Research A 712 
(2013) 41–47

100 μm2 GRs

Doped trench

50 µm x 250 µm pixels
R&D for Atlas Tracker Upgrade 
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Hit efficiency at sensor edge
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JINST	12	P05006	(2017)	

Pixel detector efficient beyond pixels area: > 80% up to 75 µm away from the last one 
Reason: electric field lines closing on pixels and not on GRs!

Testbeam data



Novative edgeless production – staggered trenches
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“Active-edge FBK-INFN-LPNHE thin n-on-p pixel sensors for the 
upgrade of the ATLAS Inner Tracker”
G. Calderini et al., Nuclear Science, Nucl. Instrum. Meth. A 2018



Hit efficiency at sensor edge
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A. Ducourthial thesis
https://indico.in2p3.fr/e/18186/

130 µm thick sensor with staggered trenches, no GRs, ~50 µm last 
pixel to last edge
The efficiency follows the edge pattern
The efficiency is higher than 50% up to 44 µm from the last pixel

Testbeam data



Simulations in 3D
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at  Z = 0.2 µm

Corner of edgeless sensor
13439 points
26517 triangles

n+ implant

p-sprayp-stop trenches



Electric field at sensor edge
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Hit efficiency at sensor edge - projections
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Efficiency drop matches the Electric field drop in the vicinity of the edge



FROM TCAD TO MONTE CARLO 
SIMULATIONS… AND BACK TO TCAD
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Radiation damage effects in ATLAS MC sim.
Include all this in ATLAS MonteCarlo ✅

Charge carriers will drift toward the 
collecting electrode due to electric 
field, which is deformed by radiation 
damage.

Their path will be deflected by 
magnetic field (Lorentz angle) and 
diffusion.

Due to radiation damage they can be 
trapped and induce/screen a fraction of 
their charge (Ramo potential).

Total induced charge is then digitized 
and clustered.

Digitization happens after simulated charge 
deposition and before space point reconstruction
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under the influence of the electric field, with a field- and temperature-dependent mobility. The number120

of fundamental charges per chunk is set to be small enough so that the over-estimation of fluctuations is121

negligible. A field- and temperature-dependent Lorentz angle is combined with the mobility to compute122

the time for a charge carrier to be collected (Sec. 3.4,3.5). This time is compared to a fluence-dependent123

trapping time (Sec. 3.6), the characteristic time a charge carrier will travel before it is trapped. If the drift124

time is longer than the trapping time, the chunk is declared trapped. The location of the chunk at the125

trapped position is calculated based on the starting position and trapping time (Sec. 3.4). Since moving126

charges induce a current in the collecting electrode, signal is induced on electrodes from trapped charges127

as well. This induced charge also applies to neighboring pixels, which contributes to charge sharing. The128

induced charge from trapped chunks is calculated from the initial and trapped positions using a weighting129

potential (Sec. 3.7). The sum of the collected and induced charge is then converted into a time over130

threshold (ToT) [26] that is used by cluster and track reconstruction tools.131
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Figure 2: A schematic diagram (left) and a flowchart (right) illustrating the components of the digitizer model
described in this article. Left: the blue line represents a MIP traversing the pixel sensor; groups of electrons and
holes are transported to the electrodes (one pair shown for illustration; in practice, there are many), under the
influence of electric and magnetic fields. Electrons or holes may be trapped before reaching the electrodes, but still
induce a charge on the primary and neighbor electrodes. Right: the digitizer takes advantage of pre-computation
to re-use as many calculations as possible. Various global inputs (fluence, annealing, etc.) are validating using
standalone studies based on particle production / transport codes as well as analytic models for the time-dependence
of defect states.

3.2. Luminosity to fluence132

The most important input to the radiation damage digitizer is the estimated NIEL. Section 2 introduced the133

baseline FLUKA simulation that is used to determine the conversion factor between integrated luminosity134

and fluence. This prediction yields a conversion of about 59.6 ⇥ 1011 neq/cm2/fb�1 for the IBL and135

29.2⇥1011 neq/cm2/fb�1 for the B-layer. In order to establish systematic uncertainties on these predictions,136

the fluence is converted into a prediction for the leakage current. The leakage current can be precisely137

measured and therefore provides a powerful constraint on the FLUKA simulation. For a time t at constant138

temperature T after an instantaneous irradiation with fluence �, the predicted leakage current is given139

by [9]:140

1st December 2017 – 10:48 5

Start

End

Implementation
As many quantities as possible are precalculated
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JINST 14 P06012

Now default in ATLAS MC!

https://iopscience.iop.org/article/10.1088/1748-0221/14/06/P06012
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Ingredients – TCAD simulations
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Ramo 
potential 

from 
TCAD too

From fluence level 
the electric field is evaluated 

using TCAD tools
Ramo map:
projection

“Chiochia” model – NIM A 568 (2006) 

PIX-2023-006

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/PIX-2023-006/


Radiation damage in TCAD simulations
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Pixelav in Production

  Pixelav
(detailed sim)

T, rH, F

Simulated Data:
- charge distribution
- size distributions
- shape probabilities
- Lorentz angle cals
  *clust size vs cot(a)
  *grazing angle
- extracted E-field 
   profiles

Calibrations:
- Standard Reco
  * Lorentz corrs
  * error estimates
- Template Reco
  *1D cluster shapes
  *error estimates
  *probability info
  *2D cluster shapes

Adjust these to match simulated 
data to measurements

   TCAD
model E-field
with 2-traps 

electronic 
response 
(6 params)

Measure
Ez vs z
profile

The TCAD+Pixelav simulations are tuned to measured distributions

• E-field profiles are extracted from data and compared with simulation 
✴ adjust TCAD sensor modelling to reproduce measured profiles 

• Cluster charge profiles are extracted from data and compared with 
simulation 
✴ adjust pixelav trapping parameters to model Q vs depth 

• Tuned simulations are used to calibrate the hit reconstruction 
✴ 1D cluster shapes for the “template algorithm” 
✴ Lorentz drift corrections for the “generic algorithm” 
✴ Error estimates for both algorithms 
✴ 2D cluster shapes for realistic CMSSW simulation re-weighting

A	word	on	TCAD	radiation	damage	models	
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Working	with	“effective	levels”	for	simulation	of	irradiated	devices	
Ø Most	often	2,	3	or	4	“effective	levels”	used	to	simulate	detector	behavior	
Ø  Defect	densities	and	cross	sections	of	defects	tuned	to	match	experimental	data	
Ø  Leakage	current,	signal	loss	and	electric	field	profile	reproducible	(with	some	

caveats)	

M.	Moll,	
Simdet	2016	

I.	Pintilie	(	VERTEX2016).	25-30	September,	2016.		

I. Pintilie ( VERTEX 2016)

V. Chiochia et al. (2005)
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Simulated effective defects in TCAD

• Numerically impossible to simulate all measured defects
• Plus: their properties are not all well known
• Plus: there might be more defects to be identified

Ø Instead use few (2-5) effective states

EVL (2002)

NA, EA, 𝜎e
A, 𝜎h

A

ND, ED, 𝜎e
D, 𝜎h

D

https://doi.org/10.22323/1.287.0033
http://doi.org/10.1109/TNS.2005.852748
https://doi.org/10.1016/S0168-9002(01)01642-4


What do we do with TCAD simulation?
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Rad. Damage Digi



5 10 15 20 25 30 35 40
IBL 3D Cluster Charge [ke-]

0

0.1

0.2

0.3

Fr
ac

tio
n 

of
 T

ra
ck

s

IBL 3D FBK

Data
(156.5 fb-1)
MC Rad. Damage
(5.1  ×1014 n-eq/cm2)

ATLAS 3UHOLPLQDU\
s= 13 TeV

Run3 data vs MonteCarlo

M. Bomben - SIMDET 2023 - APC, Paris 26

5 10 15 20 25 30 35 40
IBL Cluster Charge [ke-]

0

0.05

0.1

0.15

0.2

0.25

1/
N

 d
N

/d
Q

IBL Planar
)-1Data 2022 (161 fb

MC Rad Damage
MC Const. Charge

ATLAS Preliminary
s= 13.6 TeV

ATL-COM-INDET-2022-027

~8.7x1014 neq/cm2

Most Probable Values match at 1 % level

ATL-PHYS-PUB-2022-033

~6.6x1014 neq/cm2

ATL-COM-INDET-2023-011

Figure 48. Double sided process (a) and full 3D with active edges (b). An un-etched distance d of order
20 µm is needed in (a) for mechanical integrity.

while keeping the electrode diameter smaller with consequent smaller capacitance and noise. The
reported measurements are therefore worst cases and are expected to improve in the near future.

An important difference between full3D and double sided 3D is the presence of active edges.
Active edges are difficult to incorporate in the double sided 3D processing. However, simula-
tions and data have shown that the edge current can be completely controlled by the insertion of
“guard fence” columns [54]. The perimeter occupied by guard fences has a width of approximately
200 µm. The bias voltage, in the case of full 3D with active edges, is currently applied on the same
side of the readout electrodes. This is possible by using a bias tab placed along the column width
on the opposite edge of the readout. The alternative would be opening a via from the front to the
back side of the sensor.

The signal efficiency was measured independently for full3D and double sided 3D sensors
with infra-red photons and minimum ionizing particles. A compilation of the results is presented in
Fig. 49 (a), while (b) shows the expected most probable signal for a substrate thickness of 230 µm.
After 5⇥1015 n/cm2 the most probable signal is ⇡ 12000 electrons.

The charge collection distance in 3D sensors is relatively short, and this has important system

Configuration Bare threshold (e�) In-time threshold (e�) Required signal (e�)
2E-400 2500 4300 8600
3E-400 3200 6000 12000
4E-400 3200 6540 13800

Table 8. Threshold, in-time threshold and required signal (double the in-time threshold to take into account
charge sharing among two adjacent pixels) of full3D sensors with different configurations and electrode
diameter of ⇡ 14 µm. In bold, the 3E FE-I3 measurement which geometrically corresponds to 2E FE-I4.

– 61 –

https://cds.cern.ch/record/2839613
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PUBNOTES/ATL-PHYS-PUB-2022-033/
https://cds.cern.ch/record/2866983/
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ü Excellent agreement over almost two order of magnitudes of fluence
ü Predictions indicate enough charge till the end of Run3
ü Nice agreement for 3D sensors too! 
Ø N.B. different material, device and radiation damage model (Folkestad et al., NIM A (2017))
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Once the modeling validated…
• We can make predictions

• and of course we do!

Ø but we also get insight into observables otherwise difficult/impossible to access

• In the following I will focus on ’’depletion voltage’’ and use TCAD results to try to 
shed light on the Q vs V dependence and indeed on ’’Vdepl’’

• All results for a n-in-n planar pixel 200 µm thick at 1.0x1015 neq/cm2 (end 2022)
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Q vs V

~√V

~ lin

Now well established behaviour of Q vs V

• below ‘‘depletion’’ -> Q ~ √V 

• above ‘‘depletion’’ -> Q ~ lin(V)

… but why?

Vdepl ~ (253 +28
-24) V

M. Bomben - SIMDET 2023 - APC, Paris 29

PIX-2023-007

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/PIX-2023-007/


Do we see the same in TCAD?
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…yes J

This confirms the effect is 
due to evolution of the 
electric field profile with 
bias voltage   
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Do we see the same in TCAD?
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TCAD:
Vdepl ~ (263 +27-25) V
Data:
Vdepl ~ (253 +28-24) V

…yes J

This confirms the effect is 
due to evolution of the 
electric field profile with 
bias voltage

And TCAD alone is rather 
precise in predictions!   
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Electric field profiles
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CV curve

Vdepl = (92 +/- 2) V

(1
 k

Hz
)

It is clear what we observe from Q vs V 
is not just an electric field effect 
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From electric field we calculate e- velocities
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From electric field we calculate e- velocities
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It seems the gradient is 
significantly reduced 
beyond 250 V

Let’s focus on minima
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Carrier velocity minimum vs bias
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VICTORY - FROM LAYOUT FILES TO 
FULL 3D SIMULATION

37M. Bomben - SIMDET 2023 - APC, Paris



Fine pitch pixels

38

50 µm

50 µm

Temp. metal

Wafer thickness: 100 µm 

M. Bomben - SIMDET 2023 - APC, Paris

¼ of 3x3 pixels matrix



Victoryprocess – structure and mesh definition

M. Bomben - SIMDET 2023 - APC, Paris 39

Use victoryprocess to build the structure

Define bulk material, orientation, doping, size, 
space on top and the layout file to be used

Simulate 10 µm thickness is enough

Add mesh planes



Victoryprocess – doping, etching, deposition
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Deposit oxide

Uniform doping (backside/p-spray)

Doping through a mask

Etch oxide

Deposit aluminium using mask

Define front side electrodes

Deposit aluminium on the backside

Declare backside electrode and save



Stretching structure
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So far we “built” only 10 µm



Victorymesh - Stretching structure
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So far we “built” only 10 µm

We can stretch the bulk to get the desired 
thickness



VictoryVisual - The final structure
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VictoryVisual - The mesh
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VictoryVisual - Slices
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Victorydevice – device simulation
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Declare variables

Load structure, define physics models and temperature

Add interface charge

Start simulating for V=0 on all electrodes

Ramp voltage, perform AC simulation and save solutions each 
time you want
(Later you can restart simulating from such solution files)



Tonyplot(3D) – depletion capacitance
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log C vs log V

Depletion voltage and 
capacitance at 

depletion in agreement 
with expectations



Tonyplot(3D) – Interpixel capacitance
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Nice scaling with 
shared perimeter



Victorydevice – Transient signal simulation
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Define few variables

Read structure file

Declare physics models and everything as in 
the ramp simulation

Solve again for the selected bias point



Victorydevice – Transient signal simulation
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Declare entry/exit point of charge deposition and the 
charge density

Save transient signals



Victorydevice – Transient signal simulation

M. Bomben - SIMDET 2023 - APC, Paris 51

Solve as a function of time by defining the final and 
incremental time
Save the simulated structure

Repeat as many times as needed, to capture the 
evolution of many observables (concentrations, current 
densities, generation rates, etcetera)



Tonyplot – Transient currents
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Particle striking in the middle of PX4 



Tonyplot – Transient currents

M. Bomben - SIMDET 2023 - APC, Paris 53

Opposite signal induced on neighbours



Tonyplot – Transient currents
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Particle striking in between pixels



Tonyplot – Transient currents
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Particle striking diagonally



Tonyplot – Current densities
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1.5 ps after particle strikee- h+



Tonyplot – Current densities
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100 ps after particle strikee- h+



Tonyplot – Current densities
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500 ps after particle strikee- h+



Tonyplot – Current densities
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1 ns after particle strikee- h+



Tonyplot – Current densities
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5 ns after particle strikee- h+



RADIATION DAMAGE SIMULATION
FOR HL-LHC
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Simulation radiation damage effects in ATLAS MC
Run 2 & 3

For each group  of carriers the induced 
signal per pixel is evaluated

Modified pixel digitizer to include radiation 
damage effects is now the default for Run3
ü Excellent agreement with data

Ø But too slow for HL-LHC:
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Ø Increase in instantaneous and integrated luminosity 
from 4 to 8 with respect to the end of Run3

Ø Event, track and hit rate to increase similarly
Ø Innermost pixel layers in ATLAS to receive 1-2x1016

neq/cm2 after 2000 fb-1 , x10 more fluence than end of 
Run2

Ø Need for faster algorithm

About ITk Pixel: see the overview talk

https://doi.org/10.1088/1748-0221/14/06/P06012
https://doi.org/10.1088/1748-0221/14/06/P06012
https://indico.desy.de/event/34916/contributions/147276/


ATLAS strategy
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For each simulated charge
q at depth z we want 
to know in which pixel it will
end up and by how much (k)
the signal will be reduced

z

Inspired by CMS “template method”

y

Simulated pixels with pristine detector in 
MC to be corrected using these information 
before digitization

Average free path Δz

k = k(z) (~CCE(z))
θLA = θLA(z)
Δz = Δz(z)

Corrections depend 
on deposition 

depth z 

Lookup Tables (LUTs)

https://pos.sissa.it/057/035/pdf


Project workflow

Tb / collision data 
to tune

TCAD simulations; 
get E and 𝛗w and 

plug them in

Allpix-Squared,
to produce 

LUTs, to be used to 
correct

Pixels from ATLAS 
simulations

Co
m

pa
re

/tu
ne

Let’s talk 
about 

inputs…
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Input variables:
Φ, V, T, zentry
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a b s t r a c t
This article presents a new bulk radiation damage model for p-type silicon for use in Synopsys Sentaurus TCAD.
The model is shown to provide agreement between experiment and simulation for the voltage dependence of the
leakage current and the charge collection efficiency, for fluences up to 8 ù 1015 1 MeV neq_cm2.
© 2017 CERN for the benefit of the Authors. Published by Elsevier B.V. This is an open access article under the

CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

In particle physics experiments, silicon detectors are often operated
in harsh radiation environments, and understanding the impact of
radiation damage on the detector performance is key to their successful
operation. Device simulations using Technology Computer Aided Design
(TCAD) software packages are useful tools for investigating the effects
of radiation damage, in particular for linking macroscopic observables
to what is happening on small scales inside the sensor bulk.

In the following a radiation damage model for p-type silicon, im-
plemented in Synopsys Sentaurus Device2 TCAD, is presented. The
model has been developed in the context of the R&D programme for
the upgraded LHCb Vertex Locator (VELO), which will be installed in
the LHCb experiment at CERN in 2019/2020 [1]. The model aims to
reproduce charge collection efficiencies (CCE) and current–voltage (I–
V) curves up to a fluence � of 8ù1015 1MeV neq/cm2, the expected
maximum fluence after an integrated luminosity of 50 fb*1. The model
is validated using measurements on irradiated n-on-p pixel sensors from
Hamamatsu Photonics K.K.3 These sensors have a thickness of 200 �m
and a pixel cell size of 55ù55 �m2, and feature p-stop isolation between
pixels.

* Corresponding author.
E-mail address: aasmunsf@stud.ntnu.no (Å. Folkestad).

1 Currently located at Norwegian University of Science and Technology (NTNU), Trondheim, Norway.
2 http://www.synopsys.com/home.aspx.
3 http://www.hamamatsu.com/us/en/index.html.

Radiation damage models for Synopsys Sentaurus TCAD, of varying
scope, have been developed in the past by different groups [2–6].
Differences between the present model and other models with similar
range of validity in terms of fluence, in particular the Perugia model [3],
are discussed in Section 2.4.

2. Simulations

The Sentaurus Device program allows for solving the Poisson
and carrier continuity equations on two-dimensional (2D) and three-
dimensional (3D) discretised semiconductor structures using finite
element methods. In this work, two types of simulations were
performed:

÷ steady-state simulations, where leakage current and electric field
as function of voltage were simulated by solving the stationary
Poisson and charge transport equations,

÷ transient simulations, where the time dependent Poisson and
charge transport equations are solved for a given initial charge
distribution.

http://dx.doi.org/10.1016/j.nima.2017.08.042
Received 1 May 2017; Received in revised form 13 July 2017; Accepted 22 August 2017
Available online 5 September 2017
0168-9002/© 2017 CERN for the benefit of the Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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Table 2
Parameters of the proposed radiation damage model. The energy levels are given with respect to the valence band (EV ) or the
conduction band (EC ). The model is intended to be used in conjunction with the Van Overstraeten–De Man avalanche model.

Defect number Type Energy level [eV] �e [cm*2] �h [cm*2] ⌘ [cm*1]

1 Donor EV + 0.48 2ù10*14 1ù10*14 4
2 Acceptor EC * 0.525 5ù10*15 1ù10*14 0.75
3 Acceptor EV + 0.90 1ù10*16 1ù10*16 36

Table 3
Sensors used in this work. For uniformly irradiated sensors the value in the third column
is simply the fluence, while for non-uniform profiles it corresponds to the fluence in the
area 0mm < y < 5mm.

Sensor Irradiation profile (Max.) fluence [1MeV neqcm*2]

S4 Proton, uniform 4 ù 1015
T1 Proton, non-uniform 4 ù 1015
T2 Proton, non-uniform 4 ù 1015
T3 Proton, non-uniform 8 ù 1015
T6 Proton, non-uniform 4 ù 1015
S6 Neutron, uniform 8 ù 1015

charge distribution with a constant density (80 electron–hole pairs per
�m) along the direction of the track, and a Gaussian distribution (1 �m
standard deviation) in the transverse direction. The collected charge is
given by the integrated current (after subtracting the leakage current)
on all pixels that cross a threshold of 1000 electrons (the threshold
used in data taking with the tested sensors). The integration time is
25 ns; integrating for a longer time was found to make only a negligible
difference.

Only perpendicular tracks passing through the pixel centre were
simulated in both 2D and 3D. For tracks passing through the inter-
pixel region, the charge collection properties are more sensitive to the
modelling of surface damage, which is outside the scope of this work.

2.3. Physics models

In this work, the drift-diffusion model has been used, which implies
that the temperature of the whole device remains constant. The con-
tinuity equations contain one source term for every defect level, and
an additional source term for avalanche generation. The defect source
terms are given by the Shockley–Read–Hall generation–recombination
expression [8,9]. Sentaurus TCAD allows for the use of neutral trap
levels for current generation, but these have not been used. Other
physics models taken into account include Fermi-statistics, avalanche
multiplication (Van Overstraeten–De Man model [10]), band gap nar-
rowing (Slotboom model [11]), high field mobility saturation and trap
assisted tunnelling (Hurkx model [12]). Detailed descriptions of these
models can be found in the Sentaurus Device User Guide [13] and the
references therein.

2.4. Radiation damage modelling

Developing a TCAD radiation damagemodel consists in defining a set
of defect states, characterised by their location (energy level) in the band
gap, electron and hole capture cross-sections (�e, �h), concentration and
type (i.e. whether they are a donor or an acceptor). In theory, one could
implement all defect levels that have been measured experimentally, but
this approach is at present computationally prohibitive. Alternatively,
one can define a few effective defect states and tune their parameters so
that the model reproduces experimental observations. In this work the
latter approach is used.

The two energy levels (defects 1 and 2 in Table 2) proposed by
Eremin et al. [14] were used as a starting point. These levels, sometimes
called the EVL levels, comprise one donor and one acceptor and are
known to reproduce the double junction electric field effect [14–16].
Eber has further shown that agreement with measured I-V curves, and
to some extent CCE (up to 1ù1015 1MeV neq/cm2), can be achieved
by using only these two energy levels [5]. These levels has also been

combined with surface defects to model surface effects by Peltola
et al. [6].

In addition to the EVL levels, a third defect was introduced. The
procedure used to tune these three defects is outlined below.

÷ The defect state concentrations are assumed to scale linearly with
1MeV neutron equivalent fluence with a proportionality factor
(introduction rate) ⌘.

÷ One of the irradiated sensors (assembly S4 in Table 3, uniformly
irradiated to a fluence of 4ù1015 1MeV neq/cm2), was selected
as a reference.

÷ The cross-sections and introduction rates of the two EVL levels
were tuned to reproduce the measured I-V curve of the reference
sensor.

÷ A second acceptor close to the conduction band, corresponding
roughly to the position of the A-centre defect state [17], was
then introduced. This ‘‘shallow’’ acceptor (only 0.2 eV from EC )
has only a minor influence on the current generation and space
charge, so that it allows for tuning the CCE independently of the
behaviour of the I-V curves.

÷ The parameters of the second acceptor (defect 3 in Table 2)
were tuned so that at one given voltage the simulated CCE
agrees with the measured CCE of the reference sensor. Varying
the hole capture cross-section �h within reasonable limits has a
negligible effect on the CCE since the probability of hole capture
is already very low due to the large distance from the valence
band. To limit the number of degrees of freedom when scanning
the parameter space, �h was chosen to have the same value as
the electron capture cross-section �e. In addition, as a check, a
least square fit of the simulated CCE curve with respect to the
measured CCE curve of the reference sensor was performed using
the introduction rate of the shallow acceptor as a fit parameter.
In doing this, the introduction rate came out only 2% higher than
with the method of tuning at one voltage.

Table 2 summarises the parameters of the model used in this work.
The cross-sections of the deep defects can be seen to be larger than the
values used by Eremin et al. [14] (1 ù 10*15 cm*2).

The most recent Perugia model [3] aims to be valid up to fluences
of 2ù1016 1MeV neq/cm2 and is a natural basis for comparison. Both
the model presented here and the Perugia model contain three bulk
defect levels and are tuned for p-type silicon. The model used in this
paper differs from the Perugia model in that it aims only to reproduce
bulk effects, while the Perugia model also includes surface effects.
Furthermore, our proposed model is compared to different types of
measurements, namely the voltage dependence of both the current and
charge collection efficiency. It is furthermore based on the trap levels
from the EVL-model that are also used by Eber and CMS, which differs
from the traps used in the Perugia model. Both models use two acceptors
and one donor, but their parameters are different. While the Perugia
model contains two deep acceptors, our model contains one shallow
and one deep acceptor.

2.5. Sensitivity analysis

The parameters of the ‘‘deep’’ defects (i.e. the traps with energy
levels close to the middle of the band gap) are highly correlated and
the effects of different trap states are not simply additive. In order to
estimate the sensitivity of the CCE and I-V curves to uncertainties in the

96

Å. Folkestad et al. Nuclear Inst. and Methods in Physics Research, A 874 (2017) 94–102

Fig. 1. Close-up of the pixel region of a (left) 2D geometry with three pixels and (right) a 3D geometry with four quarter pixels. The 2D mesh used in CCE simulations contains two
additional pixels, i.e. a total of five.

Table 1
Physical and meshing parameters used in the simulations. Nd and Na are concentrations
of phosphorus and boron, respectively.

Bulk doping concentration 4.7 ù 1012 cm*3

Implant doping profile Gaussian
Implant width 39 �m
Implant peak concentration 1 ù 1019 cm*3

Implant depth (distance at which Nd = 1 ù 1012 cm*3) 2.4 �m
p-stop profile Gaussian
p-stop peak concentration 1 ù 1015 cm*3

p-stop depth (distance at which Na = 1 ù 1012 cm*3) 1.5 �m
Oxide thickness 500nm

Minimum triangle dimension 0.2 �m
Maximum triangle dimension 5 �m
Number of grid points (2D, stationary) Ì 4000
Number of mesh elements (2D, stationary) Ì 7500
Number of grid points (2D, transient simulation) Ì 29 000
Number of mesh elements (2D, transient simulation) Ì 57 000
Number of grid points (3D, transient simulation) Ì 500 000
Number of mesh elements (3D, transient simulation) Ì 3 ù 106

2.1. Geometry

2.1.1. Doping profile
The sensors simulated in this work consist of a boron-doped bulk

in Í100Î orientation with phosphorus-doped 39 �m wide pixel implants
and p-stop regions (with a higher concentration of boron) between the
implants. A layer of SiO2 is placed on top of the bulk, and a positive
surface charge with a density of 1 ù 1012 cm*2 is applied on the Si–
SiO2 interfaces. Measurements reported in the literature show that the
oxide charge saturates at around this value [7]. The doping profile is not
known in detail from the manufacturer. The bulk doping concentration
used in the simulation was tuned to reproduce the depletion voltage of
the sensors to which the simulations are compared, VFD = 140V. For
the other parameters of the doping profile, which are less critical for
simulating bulk leakage current and CCE, order of magnitude estimates
were used. The doping profile is visualised in Fig. 1 and the main
parameters are listed in Table 1.

2.1.2. Meshing
The number of grid points was chosen as a compromise between

computing time and precision. Finer meshes were tried in several cases
without significant changes in the results. Table 1 lists the number of
mesh points.

2.1.3. Symmetries and boundary conditions
Voltage boundary conditions are imposed on the electrode-silicon

and electrode-oxide interfaces, whereas Neumann boundary conditions
are applied at all other mesh boundaries.

A stationary solution of the Poisson and drift-diffusion equations
will reflect the periodicity of the pixel matrix. For simulating the bulk
leakage current, it is therefore sufficient to simulate a single pixel and
scale the result to the active area of the sensor. In order to simulate the
leakage current of a sensor after exposure to the non-uniform irradiation
profile discussed in Section 3.2, separate simulations were performed for
every fluence level; the resulting leakage currents were then scaled to

Fig. 2. Top view of a 3 ù 3 pixel area. The volume simulated in the 3D model is
represented by the dark square, which includes a quarter of the charge deposited by a
minimum-ionising particle (MIP) crossing the pixel centre. For reasons of symmetry, it
is a good approximation to simulating the larger volume represented by the square with
dashed lines.

the surface area that had been exposed to the respective fluence, and
the I-V curves of all regions were summed.

For 2D simulations of the collected charge, a mesh containing five
pixels was used, with the ionising particle passing through the central
pixel. Fig. 1 (left) shows three of the pixels in the five pixel mesh.
For highly irradiated detectors, it is important to include neighbouring
pixels since charge trapping causes a non-negligible net charge to be
induced on neighbouring pixels. Five pixels were found to be sufficient
to account for this effect.

The geometry used for charge collection simulations in 3D is il-
lustrated in Fig. 2, which shows a top view of a 3 ù3 pixel region
with an ionising particle going through the central pixel. The dark
square intersecting a quarter of the deposited charge shows the area
implemented in the 3D mesh. The particle goes through the corner of
the mesh, and the deposited charge is one fourth of the 2D case. For
reasons of symmetry, the solutions in each quadrant should be identical
except for numerical effects. Instead of simulating the larger area with
a dashed boundary, it is therefore sufficient to simulate one quadrant
(with Neumann boundary conditions) and scale all currents by a factor
of four. It should be noted that this argument only applies to tracks
passing through the pixel centre, which is the case for all simulations
discussed below. In the 3D mesh considered, only quarter neighbouring
pixels are included—in contrast to two full neighbouring pixels on each
side in 2D. The difference between 2D and 3D simulation results was
used for assigning a systematic uncertainty to the 2D CCE simulations.

2.2. Primary ionisation

The ionisation pattern produced by a charged particle crossing the
detector is modelled in terms of a cylindrically symmetric, continuous
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(a) 4ù1015 1 MeV neq/cm2. (b) 8ù1015 1 MeV neq/cm2.

Fig. 14. Comparison of measured and simulated CCE as a function voltage at � = 4ù1015 1 MeV neq/cm2 (proton irradiation) and � = 8ù1015 1 MeV neq/cm2 (neutron irradiation)
using a 2D mesh. Only the data point at 700V and 4ù1015 1 MeV neq/cm2 was used when tuning the model, the other values follow as a prediction. The error bars are calculated by
varying the temperature within its estimated uncertainty combined with the uncertainty given by the deviation between the 2D and 3D simulation.

Fig. 15. Electric field (simulated using a 2D mesh) in the centre of a pixel as a function of distance from the pixel side, at a bias voltage of 1000V, for different fluence levels.

to occur [22]. As the bias voltage increases, the regions with a field
high enough to cause significant impact ionisation extend further into
the device, and the overall field strength increases; and consequently
the current caused by avalanche generation will increase. This is shown
in Fig. 16(a). Fig. 16(b) shows a comparison of simulations with
and without avalanche generation, confirming that the non-saturating
behaviour of the I-V curve is caused by avalanche generation.

Avalanche multiplication also explains why the temperature sensi-
tivity of the charge collection efficiency increases with fluence and bias
voltage, as the avalanche generation rate is temperature dependent. If
charge multiplication is turned off in the simulation, the error bars due
to the uncertainty in temperature are reduced by a factor of two.

6. Conclusions

The proposed radiation damage model for Sentaurus TCAD is able
to reproduce the I-V curves of p-type silicon sensors up to a fluence of
8ù1015 1MeV neq/cm2. The model has been tested for temperatures
between *38 ˝C and *31 ˝C on a range of sensors with different irradia-
tion types and profiles. The model captures the transition from a linear
electric field and saturating I-V curve to a double junction electric field

and a non-saturating I-V curve. The latter is shown to be a consequence
of avalanche generation in the high-field regions of the double junction
profile.

Furthermore, it is shown that a two-dimensional approximation of a
pixel detector for CCE simulations is acceptable if the simulated particle
passes close to the centre of the pixel. The CCE calculated using the
proposed model is in agreement (within the estimated range of uncer-
tainty) with experimental data at fluences of 4ù1015 1MeV neq/cm2

and 8ù1015 1MeV neq/cm2.
It is the hope of the authors that the proposed model contribute

towards obtaining a comprehensive TCAD model of radiation damage
in silicon sensors. It seems clear that avalanche multiplication becomes
increasingly important at high fluences, and that it must be carefully
included in order to obtain a complete model.
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(a) 4ù1015 1 MeV neq/cm2. (b) 8ù1015 1 MeV neq/cm2.

Fig. 14. Comparison of measured and simulated CCE as a function voltage at � = 4ù1015 1 MeV neq/cm2 (proton irradiation) and � = 8ù1015 1 MeV neq/cm2 (neutron irradiation)
using a 2D mesh. Only the data point at 700V and 4ù1015 1 MeV neq/cm2 was used when tuning the model, the other values follow as a prediction. The error bars are calculated by
varying the temperature within its estimated uncertainty combined with the uncertainty given by the deviation between the 2D and 3D simulation.

Fig. 15. Electric field (simulated using a 2D mesh) in the centre of a pixel as a function of distance from the pixel side, at a bias voltage of 1000V, for different fluence levels.

to occur [22]. As the bias voltage increases, the regions with a field
high enough to cause significant impact ionisation extend further into
the device, and the overall field strength increases; and consequently
the current caused by avalanche generation will increase. This is shown
in Fig. 16(a). Fig. 16(b) shows a comparison of simulations with
and without avalanche generation, confirming that the non-saturating
behaviour of the I-V curve is caused by avalanche generation.

Avalanche multiplication also explains why the temperature sensi-
tivity of the charge collection efficiency increases with fluence and bias
voltage, as the avalanche generation rate is temperature dependent. If
charge multiplication is turned off in the simulation, the error bars due
to the uncertainty in temperature are reduced by a factor of two.

6. Conclusions

The proposed radiation damage model for Sentaurus TCAD is able
to reproduce the I-V curves of p-type silicon sensors up to a fluence of
8ù1015 1MeV neq/cm2. The model has been tested for temperatures
between *38 ˝C and *31 ˝C on a range of sensors with different irradia-
tion types and profiles. The model captures the transition from a linear
electric field and saturating I-V curve to a double junction electric field

and a non-saturating I-V curve. The latter is shown to be a consequence
of avalanche generation in the high-field regions of the double junction
profile.

Furthermore, it is shown that a two-dimensional approximation of a
pixel detector for CCE simulations is acceptable if the simulated particle
passes close to the centre of the pixel. The CCE calculated using the
proposed model is in agreement (within the estimated range of uncer-
tainty) with experimental data at fluences of 4ù1015 1MeV neq/cm2

and 8ù1015 1MeV neq/cm2.
It is the hope of the authors that the proposed model contribute

towards obtaining a comprehensive TCAD model of radiation damage
in silicon sensors. It seems clear that avalanche multiplication becomes
increasingly important at high fluences, and that it must be carefully
included in order to obtain a complete model.
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• Scale the charges using CCE LUT
• Propagate the carriers using tan(LA) and Δz LUTs
• Compare the results with full AP2 simulation

Excellent agreement!z = 1000 e
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(Keerthi Nakkalil, APC)
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• TCAD is a very powerful tool for HEP silicon sensors
• You can reduce the number of submission, and so cutting time and 

money to get results, and get insight into physics!
• Combining TCAD simulations, laboratory and testbeam data can 

probe fundamental quantities like electric field distribution, trapping, 
etc. and use them to making quantitative predictions, even after 
heavy irradiation 

• A solid knowledge of semiconductor physics, and good data inputs 
are recommended to fully exploit TCAD simulations

• If you are interested in working with TCAD simulations, feel free to 
contact me: marco.bomben@cern.ch

mailto:marco.bomben@cern.ch?subject=TCAD%20simulations


THANK YOU!
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