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Setting your expectations right
• This lecture is  

• Not a lecture. I will be mostly live coding in front of you and dive into practical scenarios relevant for (LHCb-
biased) flavour physics. 

• Not a course in statistics. To make me happy, ask questions about physics instead :)  
I did also not plan to talk about limit setting. 

• Not a polished course. It is the first time I try to teach this. But thank you for inviting! Let's keep in interactive so 
that I survive 7 hours of talking.  

• I will only cover RooFit (I am an old grumpy person). Many of you use alternative packages for fitting, but they 
(should) have similar internal logic, so what you learn today can be applied elsewhere.  

• Some of you are probably familiar with 95% of what I say (= are better experts than me) 

• My hope is that everyone learns something (remaining 5%) 

• Please ask questions at any time. (Or I will ask them to you.) 

• My most likely answer will be "I don't know". But remember – we have real experts among you.



Warm-up: Q1
• What is the fundamental difference between a typical plot from particle physics and 

a typical plot from plasma physics?



Warm-up: intermezzo
• Same histogram, different binnings



Warm-up: Q2
Based on https://www.nikhef.nl/~ivov/Statistics/PoissonError/2017_05_15_PoissonError_LHCb_IvovanVulpen.pdf

https://www.nikhef.nl/~ivov/Statistics/PoissonError/2017_05_15_PoissonError_LHCb_IvovanVulpen.pdf


Warm-up: Q2

Poisson distribution: probability to observe  events when  is expected: n λ

P(n |λ) =
λne−λ

n!

Based on https://www.nikhef.nl/~ivov/Statistics/PoissonError/2017_05_15_PoissonError_LHCb_IvovanVulpen.pdf

See also code in https://www.nikhef.nl/~ivov/Statistics/PoissonError/PoissonError.C (Ioption=1)

In the RooFit code:  
look for RooHist / RooHistError

Note: 1-0.159-0.159 = 0.682 
(1 sigma interval)

https://www.nikhef.nl/~ivov/Statistics/PoissonError/2017_05_15_PoissonError_LHCb_IvovanVulpen.pdf
https://www.nikhef.nl/~ivov/Statistics/PoissonError/PoissonError.C
https://github.com/root-project/root/blob/master/roofit/roofitcore/src/RooHistError.cxx


Fit basics: why?
• Choose a discrimination variable (signal/bkg separation) 

• Typically invariant mass, why?  

• Create a model that describes the data, extract parameters of interest (e.g. signal yield) 

• Estimate uncertainties on extracted parameters
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Model = collection of Probability Density Functions (PDF): 
normalisation allows to interpret their fractions as yields. 

Challenge: calculate normalisation for nontrivial PDFs.



Fit basics: max likelihood
https://www.physi.uni-heidelberg.de/~reygers/lectures/2017/smipp/stat_methods_ss2017_05_parameter_estimation.pdf 

https://www.physi.uni-heidelberg.de/~reygers/lectures/2017/smipp/stat_methods_ss2017_05_parameter_estimation.pdf


Fit basics: chi2
https://www.physik.hu-berlin.de/de/gk1504/block-courses/autumn-2010/program_and_talks/Verkerke_part3/ 

Works well in Gaussian regime 
Less so in low-stat case

https://www.physik.hu-berlin.de/de/gk1504/block-courses/autumn-2010/program_and_talks/Verkerke_part3/


Minuit
Beware of local minima: 

starting values might matter

https://web2.ba.infn.it/~pompili/teaching/data_analysis_lab/Verkerke-RooFit-part2.pdf 

Good approximation  
for large number of events

Useful in low-stats case

Watch for correlated parameters, 
find ways to avoid them


E.g.: instead of using two 
correlated parameters, take 
the 1st one and the ratio of 
the two.

Fix some of them (iteratively) 
or constrain allowed ranges / 
starting values

https://web2.ba.infn.it/~pompili/teaching/data_analysis_lab/Verkerke-RooFit-part2.pdf


Minuit https://web2.ba.infn.it/~pompili/teaching/data_analysis_lab/Verkerke-RooFit-part2.pdf 

https://web2.ba.infn.it/~pompili/teaching/data_analysis_lab/Verkerke-RooFit-part2.pdf


Mass peaks: Q1
• Why are our mass peaks asymmetric?



Mass peaks: Q1
• Why are our mass peaks asymmetric?

https://www.physi.uni-heidelberg.de/~reygers/lectures/2017/smipp/stat_methods_ss2017_02_distributions.pdf

PDG

Add multiple scattering (not Gaussian either), hit resolution...

https://www.physi.uni-heidelberg.de/~reygers/lectures/2017/smipp/stat_methods_ss2017_02_distributions.pdf


Mass peaks: Q2
• Why do these mass peaks have different widths?
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Mass peaks: Q2b
• Why do these B-meson mass peaks have different resolutions? 

• Which final state is better for mass measurements?
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(exact details differ slightly between "forward" and "cylindrical" detectors)

Second effect: multiple scattering (~const vs momentum, so relatively more important at low momentum)



Mass peaks: Q3
• What is wrong with this procedure?



• What is wrong with this procedure?

Mass peaks: Q3

and if your "width" means "resolution"




