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Feature extraction
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Dealing with irregular sampling
(example of astronomy) 



Extract n minimized 
parameters as features

One possible solution
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Extract n minimized 
parameters as features

One possible solution

How to choose f(X) ?
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Symbolic Regression
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Traditional Symbolic Regression

DATA SET

7



f(X) = sin(X) + 2

f(X) = X² - 1

f(X) = 42

f(X) = -4X + 8

f(X) = X

RANDOM 
EQUATIONS

Traditional Symbolic Regression

DATA SET
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RANDOM 
EQUATIONS

COST = 12

COST = 24

COST = 43

COST = 7

COST = 3

COST 
FUNCTION

Traditional Symbolic Regression

DATA SET
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Traditional Symbolic Regression

DATA SET
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f(X) = 2X - 8

f(X) = X

f(X) = 2X + 2

f(X) = 2X

f(X) = 1/X

EVOLVED 
EQUATIONS

COST = 10

COST = 7

COST = 0.5

COST = 7

COST = 42

COST 
FUNCTION

Traditional Symbolic Regression

DATA SET
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f(X) = 2 X + 3

Best answer

After many 
generation

COST ~ 0

Traditional Symbolic Regression

DATA SET
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DATA SETS

f(X) = 2 X + 3

Best answers

Traditional Symbolic Regression

f(X) = -X + 2

f(X) = 0
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MultiView 
Symbolic Regression
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Multiview Symbolic Regression (MvSR)

DATA SETS
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f(X) = sin(X) + A

f(X) = A + B X²

f(X) = A

RANDOM 
EQUATIONS

Multiview Symbolic Regression (MvSR)

DATA SETS
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f(X) = sin(X) + A

f(X) = A + B X²

f(X) = A

RANDOM 
EQUATIONS

COST 
FUNCTION 

AFTER 
MINIMIZATION

Multiview Symbolic Regression (MvSR)
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DATA SETS
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DATA SETS
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Multiview Symbolic Regression (MvSR)

After many 
generation

f(X) = A X + B
Best answer       0

COST =  0
      0

DATA SETS
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MvSR in a nutshell

● (1) Receive multiple datasets as input.

● (2) Perform a minimization of the parameters independently

● for each dataset.

● (3) Use an aggregation function to compute an overall loss.

● (4) Allow parameters to be repeated.

● (5) Control the maximum number of parameters.

● (6) Penalise solutions based on the number of parameters used



Scientific applications
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Astrophysical database
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Astrophysical database Error bars not used :(
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Astrophysical database

MvSR recovers the literature !



26

Astrophysical database

It can also generate more complex 
and better solutions
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Astrophysical database

As well as unexpected but very 
effective forms
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Finance database
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Finance database



30

Finance database

S&P500
Stock market of the 500 
biggest US companies

Usually aggregated 
for analysis
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Finance database

S&P500
Stock market of the 500 
biggest US companies

10 random 
companies
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Finance database

Recover literature

Find new models
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Finance database
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Chemistry database

https://www.edinst.com/blog/the-beer-lambert-law/

Beer Lambert’s law
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Chemistry database

Domain of validity 
of the Beer 
Lambert’s law
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Chemistry database
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Chemistry database

Linear slopeSaturation parameter

General Beer Lambert’s law: 
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Simple anomaly 
detection 
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Normal behavior

Hidden 
anomalies
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100

5000

Generate toy data



Data example
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Simple isolation forest results
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Conclusion
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Conclusion

● MvSR is working, have a look at the arXiv
● It has potential to be used in every science
● It represent the first step of future anomaly 

detection studies
● Still need some work on our side for a proper 

full implementation

https://arxiv.org/abs/2402.04298 44

https://arxiv.org/abs/2402.04298
https://arxiv.org/abs/2402.04298


BACKUP SLIDES
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Multiview Symbolic Regression (MvSR)
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LaCava et al., 2021. Contemporary Symbolic Regression Methods and their Relative Performance, arXiv:cs https://arxiv.org/abs/2107.14351



Multiview Symbolic Regression (MvSR)
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LaCava et al., 2021. Contemporary Symbolic Regression Methods and their Relative Performance, arXiv:cs https://arxiv.org/abs/2107.14351

C++

Python
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On arXiv since yesterday: https://arxiv.org/abs/2402.04298

https://arxiv.org/abs/2402.04298
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Multiview Symbolic Regression (MvSR)

Toy data illustration
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Multiview Symbolic Regression (MvSR)

Toy data illustration
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sin
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X 4 X

Crossover

Create a new population from the 
previous best candidates
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