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The challenge at hand
• Huge number of potential topologies


• In MC - 3527 

• Huge number of combinations


• 888022 simple combinatorics

• 19497 when imposing boundary conditions


• Much fewer studies were carried out so far

• This is even before 


• Considering different distributions within each 
selection


• Considering kinematic cut optimization
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[2311.09012, Chekanov]
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The challenge at hand
• Hundreds of searches have yielded no significant deviation from the SM prediction


• We didn’t search in the right place for the right signature

• Out of all models, we don’t know what is the right place to search in

• Moreover, the one true model may haven’t been written yet


• Lack of resources to search for each and every individual signature

• Impossible to cover all possible signatures with dedicated analyses


So…

• The potential of the data is far from being fully exhausted


• Clear need for complementary approaches  Anomaly Detection→
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Type of anomalies
• Commonly discussed - Out-of-distribution


• Outlier detection - events that “should not be there”

• Finding over-densities - e.g., bump hunting for new particles accessible by the LHC


• Unexpected differential cross section - e.g., new physics at above LHC energy scale  
(Shape of distribution)
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[2312.14190, Belis et.al.]



Traditional (non ML) efforts
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MC/Data comparison
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• Main idea - look at data/MC differences in large number 
of final states

• Certain list of objects and object multiplicity


• Certain list of parameters to look at, e.g., 


• Search algorithm

• Treatment for look-elsewhere-effect


• Main limitations

• MC mis-modeling


• Systematic uncertainties

• limited MC statistics

minv



MC/Data comparison @ e.g., D0
•  final states 




• Variables of interest

eμX
X ∈ {ℓ′￼s, jets, γ′￼s, ET, W, Z}

Shikma Bressler  |  AISSAI, March 6, 20247

[hep-ex/0006011] • Search employing the SLEUTH algorithm

• Based on definition of regions within the 

parameter space

• Uncertainties



MC/Data comparison @ e.g., CMS MUSIC
• Objects considered
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[2010.02984, CMS] • Parameters of interest

• Final state categorization

• Exclusive, inclusive, jet-inclusive

• Search algorithm

• Results



BumpHunter
• Finding the largest deviating region in the data 

from a predefined background distribution

• No assumption is made on the signal shape

• Background shape is known 

 Test statistic pdf under  is known


• Taking into account the look-elsewhere-effect


→ ℋ0
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[1101.0390, Choudalakis]



BumpHunter
• Recent advances implemented in pyBumpHunter 


• Using Poisson statistics

• Look-Elsewhere-Effect evaluated with pseudo experiments

• Solution for 2D distributions is given
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[2208.14760, Vaslin et.al.]



• The SM has known and well tested symmetries

• Lepton universality, Lepton flavour, CP, etc.

• Corrections are known and can be accounted for


• Splitting the data into 2 supposedly symmetric datasets 

• Search in a model agnostic way for breaking of these 

symmetries


Search for Asymmetries
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[2203.07529, Birman et.al.]



• The SM has known and well tested symmetries

• Lepton universality, Lepton flavour, CP, etc.

• Corrections are known and can be accounted for


• Splitting the data into 2 supposedly symmetric datasets 

• Search in a model agnostic way for breaking of these 

symmetries


Search for Asymmetries
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[2203.07529, Birman et.al.]

All data

-setμ -sete

• Flavour symmetric  
-set and -set originate 

from the same pdf


• Flavour asymmetric  
-set and -set originate 

from different pdfs

→
μ e

→
μ e



• The SM has known and well tested symmetries

• Lepton universality, Lepton flavour, CP, etc.

• Corrections are known and can be accounted for


• Splitting the data into 2 supposedly symmetric datasets 

• Search in a model agnostic way for breaking of these 

symmetries

• Several possible implementations


•  test between 2 matrices


• Compare performance with traditional profile 
likelihood test statistics


• Can also be treated with BumpHunter

Nσ

Search for Asymmetries
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[2203.07529, Birman et.al.]



ML based efforts
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ML based efforts
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• Based on the following reviews

• “Machine learning for anomaly detection in particle physics”, Belis et. al.

• “Machine Learning in the Search for New Fundamental Physics”, Karagiorgi et. al.

• “The LHC Olympics 2020”, Kasieczka et. al.

• “The Dark Machines Anomaly Score Challenge” et. al.

• …and many more. Some can be found in https://iml-wg.github.io/HEPML-LivingReview/




ML based efforts
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• ML schematic


• Analysis schematic

Input ML architecture Target

Signal 
enhancement

Background 
modeling

Statistical 
inference



ML based efforts
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• ML schematic


• Analysis schematic

Input ML architecture Target

Signal 
enhancement

Background 
modeling

Statistical 
inference

ML techniques can be used in 
each stage of the analysis



ML based efforts
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• ML schematic


• Analysis schematic

Input ML architecture Target

Signal 
enhancement

Background 
modeling

Statistical 
inference

Novel techniques can be 
employed in each part of the ML



Targets
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• Supervised - use simulation for the signal and the 
SM background  MC labelled by construction


• Semi-supervised - use data for either the 
background or the signal-sensitive sample  data 
unlabelled by construction


• Weakly supervised - have labels for every example, 
but the labels are noisy 


• Unsupervised - do not use any label information 


• The choice of approach depends on the level of 
prior knowledge one wishes to assume

• Greater knowledge better sensitivity

• Greater knowledge more model dependency

→

→

[Karagiorgi, et.al.]



Type of anomalies
• Commonly discussed - Out-of-distribution


• Outlier detection - events that should no be there

• Finding over-densities - e.g., bump hunting


• Unexpected differential cross section 
(Shape of distribution)

Shikma Bressler  |  AISSAI, March 6, 202420

[2312.14190, Belis et.al.]



Supervised efforts
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Supervised efforts
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• To the best of my knowledge, AD with supervised ML is not addressed in literature but..

• One can think of training, e.g., a classifier to distinguish between 


• Background events - simulated or other

• Signal events - simulated from a branch of models or a single model but over a brand 

range of the parameter space

• This is not a true-full Anomaly Detection process, but it has the potential of covering 

many possible signatures and topologies and reasonable sensitivity 



Weakly supervised efforts
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Weakly supervised efforts
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Background event
Signal event

Signal-like Labelled 1Background-like Labelled 0



Noisy datasets
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Sidebands

All data

-setμ -sete

Symmetries



CWola - Classification Without Labels
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• An optimal classifier (likelihood ratio) trained 
to distinguish two mixed samples  and  
is also optimal for distinguishing  from 


• For large enough datasets


• As long as the relative  and  
propositions in  and ,  and , are 
different


• For  event classified as  is also 
classified as  event

M1 M2
S B

S B
M1 M2 f1 f2

f1 > f2 M1
S

[1708.02949, Metodiev et.al.]ML used to enhance S/B



CWola - Classification Without Labels
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• Separation with 2 Gaussian examples

• Approaches Likelihood ratio with large enough dataset

[1708.02949, Metodiev et.al.]



CWola - Classification Without Labels
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• ATLAS search for di-jet resonance


• Topology - 


• Discriminating features -  and  


mjj

mj1 mj2

[2005.02983, ATLAS]

W or Z

W or Z



CWola - Classification Without Labels
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• ATLAS search for di-jet resonance


• Topology - 


• Discriminating features -  and  


• The discriminating variables can’t be correlated 
with the topology variables


• Threshold set for different signal efficiency 
benchmarks


• Background modeled in standard sideband fit


• Search outperforms generic inclusive searches

• Dedicated searches have better sensitivity for 

searched fore models

mjj

mj1 mj2

[2005.02983, ATLAS]



• Trained NN with -set labeled 0 and -set labeled 1


• Binary cross entropy loss as test statistics

• Compare performance for traditional profile likelihood 

test statistics

μ e

Search for Asymmetries

Shikma Bressler  |  AISSAI, March 6, 202430

[2203.07529, Birman et.al.]ML used to infer statistics



Unsupervised efforts
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Unsupervised efforts
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• Several approaches


• Mostly trained to learn the probability density of the data 


• Map a random variable  with know probability density to the data 


• Generative adversarial models (GAN)


• A second network  trained to distinguish  from 


• (Variational) Autoencoders (VAE)


•  is the decoder operating after the data is encoded into the latent space Z


• Normalizing Flows (NF) 


• A series of invertible functions  with tractable Jacobians in order to change  into  


pdata(x)
z f(z) → X

h f(z) X

f(z)

fi Z X



Finding-over-densities
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Anode - Anomaly Detection with Density Estimation 
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• Signal assumed to be localized somewhere in 


• Discriminating variable   estimated in SR


• Estimating background pdf from sidebands 


• Extrapolate into the signal region 


• Construct a likelihood ratio of data pdf over background 

pdf in the signal region 


• No signal 


• Presence of signal  


• Various density estimation methods can be used

m
x → pdata(x |m)

→ pbg(x |m)

R =
pdata(x |m)
pbg(x |m)

R(x |m) = 1
→ R(x |m) > Rcut > 1

[2001.04990, Nachman & Shih]ML used to enhance  and background modelingS/B



Anode with normalizing flow models
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[2001.04990, Nachman & Shih]

[see e.g., 1908.09257]

• Core idea - apply a change of variables from a random variable 
with a simple density (e.g. Gaussian or uniform) to one with a 
complex density that matches some training dataset


• Optimize for large  and define the threshold  for 

best discriminating  from 


• Predict the number of background events for 

R(x/m) Rc(x/m)
S B

Rc(x/m)



Cathode* - Classifying anomalies through outer density estimation 
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• Train a density estimator to learn the smooth background 
distribution in the sideband


• Interpolate into the 


• Generate sample events from 


• Train a classifier to distinguish between  and 

 and maximize 


• See also yesterday’s talk by Gregor Kasieczka 


* Cathode uses several NN, some unsupervised and some semi-supervised

→ pbg(x |m)

pbg(x |m)

pbg(x |m)
pdata(x |m) r(x |m)

[2109.00546 , Hallin, et.al.]ML used to enhance  and background modelingS/B

Idealized AD - trained on data vs.


perfectly simulated background

https://arxiv.org/abs/2109.00546


Outliers detection
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Outliers detection
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[2105.14027, Arrestad, et.al.]

• Define an anomaly score SR 

• On an event-by-event basis 

• Using unsupervised algorithm trained without 

defining a signal 

• On simulated SM events only 

• On data if signal is rare relative to background


• Background estimation 
and statistical inference 
done regularly


ML used to enhance S/B

The Dark Machine challenge



Autoencoders
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• Unsupervised NN 

• Learns to compress and encode data  

and to reconstruct the data back from the 
reduced encoded representation to a 
representation that is as close to the original 
input as possible


• Difference between the original and 
reconstructed data measured with a loss 
function


• By design, reduces data dimensions by learning 
how to ignore noise


• Here, for small  ratio supposed to learn 
mostly the background

S/B



Autoencoders
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• ATLAS search for 2-body resonances

• 9 signal regions: 




• Anomaly regions (cuts) assumes hypothetical 
cross-sections 


• Statistical inference based on  distribution 
using fit to 

mjj, mjb, mbb, mje, mjμ, mbe, mbμ, mjγ, mbγ

minv

[2307.01612, ATLAS]



Autoencoders
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[2307.01612, ATLAS]



Unsupervised Clustering
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• Procedure: 

• Reduce the data dimensionality to retain the 

main properties of the events

• In the reduced representation add clustering 

objective to the training procedure  group 
together points in the reduced representation 
that share similar properties

• Clustering is based on physical considerations 

e.g., constituent of jets

• Loss function is defined to take into account to 

classification as well as the clustering properties

→

[LHC Olympics]



Other ideas
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NPLM - Learning New Physics from Data 
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• Goal: detect data departures from a given reference model 

• Train a classifier with a loss function equivalent to the likelihood ratio 


• For two datasets  and  define:


• 


• The test statistics


• Use NN machinery to fit  that maximizes the log likelihood ratio

A B
Nb > > NA

f

ML used for  enhancement and statistical inferenceS/B [1806.02350, D’Agnolo & Wulzer] 



NPLM - Learning New Physics from Data 
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[1806.02350, D’Agnolo & Wulzer] 
• Log likelihood ratio test statistics  

background only distribution follows 



• Fitting procedure   determined by 
the number of free parameters in the fit 
model


• The ’s and  in 


• The reference sample assumed to be 
much larger than the data


• Some fine tuning is needed in weight 
clippings

→

χ2
ndof

→ ndof

w b′￼s



NPLM - Learning New Physics from Data 
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[1806.02350, D’Agnolo & Wulzer] 
• Log likelihood ratio test statistics  

background only distribution follows 



• Fitting procedure   determined by 
the number of free parameters in the fit 
model


• The ’s and  in 


• The reference sample assumed to be 
much larger than the data


• Some fine tuning is needed in weight 
clippings


• See also Mikael Kuusla’s talk las Monday

→

χ2
ndof

→ ndof

w b′￼s



Data Directed Paradigm - DDP
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• Two key ingredients:

• A property of the SM based on which an anomaly can be searched for

• A tool allowing to infer statistically the significance of a deviation from this property


• Allow scanning rapidly many sub-selections of the data

• Can be combined with other optimization algorithms

• Two examples developed


• The BumpHunt DDP  see talk by Evan Mayer on Thursday


                                            See poster by Bruna Pascual  
“Accelerating the search for mass bumps using the Data-Directed Paradigm”


• Symmetry DDP  see my talk on Thursday 
“Exploiting the discovery potential of the LHC data using the Data Directed Paradigm”

→
→

→

ML used for rapid statistical inference

[2107.11573, Volkovich, et.al.] 

[2401.09530, SB, et.al.] 



Summary
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Summary
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• The LHC (and other accelerators) data is far from being fully exploited
• ML is in the process of revolutionizing anomaly detection also in particle physics


• Yet huge difference between suggesting an idea and actually apply it to data 
and… get it approved by the collaborations

Input ML architecture Target

Signal 
enhancement

Background 
modeling

Statistical 
inference

• Nothing to summarize since it is clearly just the beginning 


