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Approach of this talk
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Will not give a comprehensive overview of techniques that have developed, nor of the striking the results that have been 
obtained. These are described in detail in other talks, e.g.:

- Charline Rougier at Connecting the Dots 2022, Princeton (clickable link)

- Xiangyang Yu at CHEP 2023, Norfolk (clickable link)

- Sylvain Caillou at CHEP 2023, Norfolk (clickable link)

- Heberth Torres at Connecting the Dots 2023, Toulouse (clickable link)

In instead, will try to describe our work in the bigger context.

https://indico.cern.ch/event/1103637/contributions/4821831/
https://indico.jlab.org/event/459/contributions/11414/
https://indico.jlab.org/event/459/contributions/11713/
https://indico.cern.ch/event/1252748/contributions/5576737/


ATLAS HL-LHC S&C roadmap
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(clickable link)

http://cds.cern.ch/record/2802918


Predictions are difficult, especially when they 
concern the future (George Bernard Shaw, Winston Churchill or Niels Bohr)
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CTO = Chief Technical Officer

PPA = Power, performance, area

I don’t have a crystal ball either to predict the future.
But I think that, as a field, we must be able to 
run our software on the GPU-heavy heterogeneous
architectures that may well be the future.



ATLAS HL-LHC S&C roadmap
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(clickable link)

http://cds.cern.ch/record/2802918


A few words on SIMD and GPUs
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SIMD = single instruction, multiple data

Figure taken from the 
CUDA C programming guide.

https://docs.nvidia.com/cuda/archive/11.2.0/pdf/CUDA_C_Programming_Guide.pdf


A few words on SIMD and GPUs
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SIMD = single instruction, multiple dataCPUs and the memory chips that they control spend a big part 
of their electricity to move around data that are never used.

Figure taken from the 
CUDA C programming guide.

https://docs.nvidia.com/cuda/archive/11.2.0/pdf/CUDA_C_Programming_Guide.pdf


Consequence of SIMD: warp divergence in GPUs
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And this is just one “if”. Imagine nested if statements … the GPU quickly becomes idle.

Need to learn to design algorithms (almost) without if statements … otherwise GPUs are useless. 

Consequence of SIMD: warp divergence in GPUs



A few words on GPU programming
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Taken from the 
CUDA C 
programming guide.

https://docs.nvidia.com/cuda/archive/11.2.0/pdf/CUDA_C_Programming_Guide.pdf
https://docs.nvidia.com/cuda/archive/11.2.0/pdf/CUDA_C_Programming_Guide.pdf


A few words on GPU programming
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Taken from the 
CUDA C 
programming guide.

An obsolete/cheap gaming GPU like the RTX 2070 
(an expensive A100 datacentre GPU) can run ~1k threads
(~30k threads) in parallel. In addition, they have powerful 
mechanisms to switch from one thread to another to avoid 
waiting for things (e.g. memory access).
Þ Need to break down our algorithms into tens to hundreds 
of thousands of simple sub-tasks that can be executed using 
the SIMD paradigm. VERY HARD in experimental particle 
physics.  

https://docs.nvidia.com/cuda/archive/11.2.0/pdf/CUDA_C_Programming_Guide.pdf
https://docs.nvidia.com/cuda/archive/11.2.0/pdf/CUDA_C_Programming_Guide.pdf


A few words on GPU programming
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Taken from the 
CUDA C 
programming guide.

An obsolete/cheap gaming GPU like the RTX 2070 
(an expensive A100 datacentre GPU) can run ~1k threads
(~30k threads) in parallel. In addition, they have powerful 
mechanisms to switch from one thread to another to avoid 
waiting for things (e.g. memory access).
Þ Need to break down our algorithms into tens to hundreds 
of thousands of simple sub-tasks that can be executed using 
the SIMD paradigm. VERY HARD in experimental particle 
physics.  

Whenever we talk about GPU usage, we should quote
numbers for GPU utilisation, memory bus efficiency, etc.
This is the nerf de la guerre in GPU computing.

If people (like the traccc demonstrator) don’t give the 
numbers, then ask for them.

https://docs.nvidia.com/cuda/archive/11.2.0/pdf/CUDA_C_Programming_Guide.pdf
https://docs.nvidia.com/cuda/archive/11.2.0/pdf/CUDA_C_Programming_Guide.pdf


A few words on GPU programming
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Example of an algorithm that runs efficiently on GPUs:
matrix operations on large matrices (e.g. A*B = C)

Neural networks can be expressed in terms of matrix operations.

Example of an algorithm that does not run efficiently on GPUs:
Combinatorial Kalman filtering in a detector with a complex geometry
and a non-zero magnetic field.



A few words on GPU programming
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Example of an algorithm that runs efficiently on GPUs:
matrix operations on large matrices (e.g. A*B = C)

Neural networks can be expressed in terms of matrix operations.

Example of an algorithm that does not run efficiently on GPUs:
Combinatorial Kalman filtering in a detector with a complex geometry
and a non-zero magnetic field.

Simply knowing on which detector module to look for
the next hit Is a quagmire of “if” statements. 
Then do this for the next ~15 layers in ITk ….



Simple detectors, simple algorithms 
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Simple detectors, simple algorithms 
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On fancy detectors 
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luminous region:
-200 < z < 200
at r = 0

In this region, it is relatively clear in which direction to look 
for the next hit.

In this region, the direction is less clear.
In addition, this is where the density of hits is largest.



Graph Neural Networks (GNN)  
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Data from HEP detectors in general, 
and tracking detectors in particular, are sparse.

ATLAS ITk tracker at HL-LHC:
9 billion channels 
“only” 300k hits in one given event

The detectors are inhomogeneous
(combine different technologies) 
and have complex geometry.

Such data are hard to represent as images.

Graphs are a natural tools to represent such data.
GNNs are neural networks that operate on 
graphs of any topology and complexity.



Tracking based on GNNs 
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Tracking based on GNNs 
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Slide from 
Heberth 
at CTD2023
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Slide from 
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Heberth 
at CTD2023



25Jan Stark CAF users meeting, November 21st 2023

Slide from 
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Slide from 
Heberth 
at CTD2023
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Talk at CTD2023 from LHCb/LPNHE
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GNN-based pipeline for track finding in the Velo at LHCb

(link to talk)

Allen: current HLT1,
classical algorithms on GPU

Ext4velo: 
ML algorithm (GNN-based)
on GPU

https://indico.cern.ch/event/1252748/contributions/5521484/


Tracking based on GNNs 
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Recently detailed our schedule toward the TDR in Q3 of 2024.

We have the physics performance that we need for a demonstrator.

Moving a lot of focus on implementation aspects.

- full chain (from clusters to fitted tracks) on GPU, 
without any intermediate transfers to/from the host

- use “GPU EDM” and track fit from ACTS/traccc

This domain (implementation) is new for many in our field 
(in ATLAS and elsewhere). It is crucial that we coordinate
our activities with the LHCb colleagues at LPNHE, 
our ACTS/ATLAS colleagues at IJCLab and the Reprises project.



Additional material
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AISSAI conference on heterogeneous data in Toulouse – spring 2024
All nodes are pink, regardless of their position in the detector (tracker, calorimeter, 
muon detectors) ! Not only in this illustration, this reflects what is typically done in practice.

Ideally, nodes in different subdetectors would represent different types of measurements in 
different subdetectors (3D hits in the tracking pixel detectors, 2D measurements in the
tracking strip detectors, energy deposits in the calorimeters, ...) and they would be shown in 
different colours in illustrative figures as the one above. 

Developments of models and techniques, initially driven by applications in particle physics,
could accelerate developments in this domain.

Subtopics: 
- Heterogeneous GNN architectures.
- The next big thing in geometric deep learning ? Modelling complex systems requires going beyond graphs. 
- Green AI is an integral part of this. Heterogeneous architectures will likely be run on 

low-level reconstruction tasks like particle flow and track reconstruction, i.e. run on essentially every 
event. This is where the big potential gains in energy savings are.

The definition of the contours of the conference is curently being finalised
- Spring 2024
- ~80 participants
- At the same beautiful venue right in the city centre as CTD 2023

(Le Village by CA and Flashback café, this has a start-up flair to it).
- With contributions from ANITI chairs
- Fix date before end of Nov. 2023


