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• Objective
• Provide an interactive analysis service, via the Jupyter notebooks
• With access to the same storage systems as those available on the interactive platform (cca.in2p3.fr)
• Authentication through the SSO of the CC-IN2P3

• Some key points of  the Jupyter notebooks
• Simplicity

• Running in a web browser
• Using a same document for code, documentation, results of execution
• Providing an UNIX terminal (without ssh-ing)

• Multiple programming languages, via kernels (Jupyter = Julia, Python, R)
• Richness of ecosystem via extensions

Introduction : 1/2
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Basic file manager

Documentation in markdown

Cells of code and 
Result of execution of code
(text or graph)

Unix terminal

2 notebooks in a 
notebooks server

Kernel
(anaconda3)

Widget for view on  
CPU et RAM

• My first notebooks server

Introduction : 2/2
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Architecture : 1/3
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• Built around JupyterHub
• Component allowing to plug an external authentication (OAuth), to provide options forms, to run Docker images
• Python config file, allowing advanced configuration

• The service is running on a Docker cluster with Swarm as orchestrator to spawn the notebooks servers on the hosts



• Access & authentication
• Access allowed for all users having a ‘computing’ account, but GPU feature is restricted to granted users
• Authentication using OAuth to SSO Keycloak (certificate or login/password)
• Getting additional information to provide a complete user’s profile (including all secondary groups) 

• Launching the Jupyter notebooks server
• Docker image prepared at CC-IN2P3, based on CentOS 7.6  (same as batch platform and interactive platform)
• Container running with IDs (uid, gid) of the user
• With the following storage systems :

• HOME (/pbs/…) area, GROUPS (/sps/…) areas according to primary & secondary groups Specific paths for each user
• THRONG, SOFTWARE and CVMFS areas Same paths for all users

Architecture : 2/3
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• Limits for RAM, CPU and lifetime 
• RAM

• Default is 2 GB, higher limit possible per user or per group (if several groups using the max, logon having higher priority than group) 
• 30+ users with 8, 16 or 24 GB, some users with 32 or 64 GB
• A widget display the memory used and limit

• CPU
• No limit for number of CPUs, but …
• A ready-to-use parameter can be (manually) activated per logon or per group (in case of overload detected) 

• Notebooks server lifetime
• No usage time limit, but …
• Notebooks servers are monitored and IDLE ones are stopped after 3 days | 1 day for, respectively, CPU | GPU notebooks servers

RAM, CPU and I/O consumptions are monitored for internal usage only (using cAdvisor, Prometheus and Grafana tools)

Architecture : 3/3
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• Using GPUs

• Using ‘Dask+SLURM’

About two features
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• Objective
• Allow users to run GPU code via a Jupyter notebook 

• How to
• Granted access upon request (possible per user or per group)
• Option form to select the model of GPU, the number of GPUs
• Also possible to select the amount of RAM of the notebooks server

• User will obtain
• A running notebooks server with dedicated GPUs
• With ML frameworks + libs  (already installed inside the Docker image)

• TensorFlow + TensorBoard + TensorFlow Probability,
• cuDNN
• Pytorch
• JAX (NumPy-like Python library)

• On Nov 2023, 7 GPU hosts, model K80, 4 GPUs /host => up to 28 simultaneous users, each one having one GPU

GPU feature : 1/2
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GPU feature : 2/2
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Selecting 2 GPUs

Selecting 28 GB de RAM

Memo of the hardware 
and software config 
related to the selected 
model

A 2 GPUs notebooks server with 28 GB of RAM

Options form

Options form and running a GPU notebooks server



• Objective and architecture

• How to use it 

• Demo

‘Dask+SLURM’ feature
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‘Dask+SLURM’ feature : 1/3
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• Objectives
• Allow interactive analysis for huge amount of data via parallel processing
• From notebooks server (for interactivity) and by using resources from SLURM batch farm (for performance)
• By spreading computing tasks, with Dask, over potentially several hundred of SLURM jobs

• Architecture
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• How-to
• This feature is not restricted (= available for everyone using the Jupyter notebooks platform)
• By writing Dask code (= in Python) and using the ‘dask4in2p3’ package (already installed in the Docker image)

• User will be able to specify :
• The number of jobs, the RAM and elapse time of the jobs (same values for all jobs)
• A virtual environment (where the package ‘dask4in2p3’ is installed, since it’s also required on ‘SLURM batch farm’ side)
• Other parameters (timeouts, etc.) See docstring of methods (via Shift-Tab after selecting the method)

Each parameter having a default value, it’s usable without any specification

• User will get
• A dask-client connected to the dask-scheduler
• A dashboard showing live metrics related to dask-workers (via ‘dask-labextension’)
• The possibility to connect another dask-client(s) on the running dask-cluster (only one dask-cluster /user)

‘Dask+SLURM’ feature : 2/3
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• Demo
• Processing of 200 images (edge detection)

• Objective of the demo
• Impact of parallelization (100 jobs in our case) to reduce the overall processing time
• Availability of a dashboard providing live metrics
• Availability to connect another dask-client (from another notebook) but using the same dask-cluster

• Silent video of 2’30

‘Dask+SLURM’ feature : 3/3
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Figures on the infrastructure
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• Hardware
• 1 server : VM : 8 CPUs, 16 GB RAM where JupyterHub runs
• 19 workers : where notebooks servers run

• 11 VMs : 8 CPUs, 32 or 64 GB RAM per VM
• 7 VMs dedicated for computing
• 4 VMs dedicated for training

• 9 bare metal hosts : 16 CPUs, 130 GB RAM, 1 Gbps I/O, per host
• 7 dedicated for computing on GPU (model K80, 4 GPUs/host)  
• 2 dedicated for computing on CPU (for users with high requirements in terms of RAM or I/O)

• This infrastructure can serve 100+ users (CPU + GPU) including 28 users each one having one GPU

• Easily extendable by using VMs form Openstack
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Figures on the use of the service

15The Jupyter notebooks platform at CC-IIN2P3, ATLAS France users meeting, November 21, 2023

81 CPU users; 12 GPU users (4 in ‘computing’ and 8 in ‘training’)

300+ users in 58 distinct groups

Snapshot view, mid-October 2023

93 users from 22 groups and using 13 hosts

8-month view (February 1 to September 30, 2023)

GPUs usage for computing (most of the time) or training (from time to time)

Dask+SLURM feature, up to 1000 jobs (dask-workers)

Number of CPU + GPU users (peak at 87 in June 2023)



Outcome
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• A new service at CC-IN2P3 (since July 2020)
• Available for all users having a ‘computing’ account
• Configured to serve various needs 

• For data analysis, for training sessions
• Providing both CPU or GPU resources
• Providing CPU resources of the SLURM batch farm, by using the Dask framework

• And with a reactive support 

• URLs
• Read the documentation Jupyter Notebooks Platform
• Access to the service  https://notebook.cc.in2p3.fr/
• Ask for support https://support.cc.in2p3.fr/
• Specific to the ‘Dask+SLURM’ feature

• The documentation Dask usage
• The project Dask4in2p3
• Notebooks as examples Demodask4in2p3

Thank you for your attention
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https://doc.cc.in2p3.fr/en/Daily-usage/jnp/jn-platform.html
https://notebook.cc.in2p3.fr/
https://support.cc.in2p3.fr/
https://doc.cc.in2p3.fr/en/Daily-usage/jnp/dask.html
https://gitlab.in2p3.fr/dask_for_jnp/dask4in2p3/-/tree/master
https://gitlab.in2p3.fr/dask_for_jnp/demodask4in2p3


• 2 screenshots summarising  the demo

• Feature ‘Dask+SLURM’ : About the package ‘dask4in2p3’

Annexs
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Summarising  the demo (‘Dask+SLURM’) : 1/2
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1) Running a dask-cluster in the SLURM batch farm, with 100 dask-workers of 2 GB and 15 minutes max

2) Partial view , via squeue, of the SLURM jobs 
100 dask-workers + dask-scheduler 
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Summarising  the demo (‘Dask+SLURM’) : 2/2
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3) Defining  and submitting the computing tasks
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• Package required on Jupyter notebooks side
• Interaction with SLURM (sbatch, squeue, scancel) and connect the dask-client
• Setup of the scripts of the dask-scheduler and dask-worker jobs
• Managing certificate used to authenticate connections between dask-client, dask-scheduler, dask-worker
• Managing directories etc/ et log/ (inside log/ are written stdout+err of SLURM jobs)
• Tracking user’s requirements and logging : number of jobs, amount of resources per job, etc.

This package is installed into the Docker image providing the notebooks server

• Package is also required on SLURM batch farm side
• Must be installed into a Python virtual environment, specified via the constructor of the class Dask4in2p3

my_dask4in2p3 = Dask4in2p3(virtual_env="/pbs/…")

• But … there are ready-to-use Python virtual environment, for Python 3.8.5, 3.10.10 et 3.11.3
Python 3.8.5  /pbs/software/centos-7-x86_64/jnp/dask/venv4daskdemo (This is the default one)
Python 3.10.10 | 3.11.3 /pbs/software/centos-7-x86_64/jnp/dask/venv4daskdemo_Python3.10.10  | 3.11.3

The ‘Dask+SLURM’ feature can be tested without anything to install J

Feature ‘Dask+SLURM’ : About the package ‘dask4in2p3’
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