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A data-driven estimation of background

GAN based data-driven technique to estimate background processes
with a misidentified object in collider events.

Showcase on the background of the H—yy analysis
thanks to a CMS Open Simulation

 Dominant backgrounds : yy+dJets, y+dJets, Multidets (MJ)

Example of H = yy event (Signal) Example of y + Jets event (Bkg)
q 4

Example of MJ event (Bkg)
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A data-driven estimation of background

GAN based data-driven technique to estimate background processes
with a misidentified object in collider events.

Showcase on the background of the H—yy analysis
thanks to a CMS Open Simulation

 Dominant backgrounds : yy+Jets, y+Jets, Multidets (MJ)

* TJo distinguish between photons from primary interaction (prompt y) and photons
from jets hadronisation (non-prompt ¥’), reconstructed photons are given a

score : the p

¢ Strategy of t

notonlD (computed from shower shape and isolation variables)

ne ana

ysis is to train discriminants to separate background from

signal and photonlID is one of the key variables. However MC/Data agreement
for y+Jets and MJ samples is not satisfying and statistics is low...

Example of H = yy event (Signal)

q

Example of y + Jets event (Bkg)
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Event display from CMS illustrating differences
in shower shape between prompt (left) and
non-prompt (right) photons

Example of MJ event (Bkg)
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min(IDy1, IDy?)

1 ;
',,,xe&oob Data-driven description of background
R
Qo‘?}@(\'«\o . * Definition of a control region in data to replace MC y+Jets and MJ
i\ samples
photon i« Need to generate a new min. photon|D

selection e Can use a simple generation of min. photonID from a PDF but this

: does not preserve correlation with other observables in the event
"',°¢ : (pT! na )

Control Region
Yy Enriched

-1

max(IDy1, IDy?2)
-1 photon 1
(probably a jet) selection (probably a photon)

Moriond EW 2023 - V. Lohezic

=




GAN and optimisation procedure

Generative Adversarial Networks (GAN)

W —_—

L Goodfellow et al. suggested a model consisting of two neural networks competing
Discriminator | =~

(ID, pt, n, $) o against each other :
! Feedback
’ - the “discriminator” sorts samples between real and generated ones - i.e.
’ discriminates fakes
GANed output ’

- the "generator” tries to produce samples which will fool the discriminator

| —— | Generat

Noise e In our case we use a conditional version of a GAN and we train on the full non-
prompt photon (ID, pT, n, )

L Il 1 L Il Il 1 L Il L L L Il 1 L L Il 1 L ! ! Il L L ! Il i
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GAN and optimisation procedure

Generative Adversarial Networks (GAN)

W —_—

L Goodfellow et al. suggested a model consisting of two neural networks competing
Discriminator | =~

(ID, pt, n, $) o against each other :
! Feedback
’ - the “discriminator” sorts samples between real and generated ones - i.e.
’ discriminates fakes
GANed output ’

- the “generator” tries to produce samples which will fool the discriminator

senerator In our case we use a conditional version of a GAN and we train on the full non-
prompt photon (ID, pT, n, ¢)
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GAN and optimisation procedure

Generative Adversarial Networks (GAN)

W —_—

L Goodfellow et al. suggested a model consisting of two neural networks competing
Discriminator | =~

(ID, pt, n, $) o against each other :
! Feedback
’ - the “discriminator” sorts samples between real and generated ones - i.e.
’ discriminates fakes
GANed output ’

- the “generator” tries to produce samples which will fool the discriminator

Generator - : :
In our case we use a conditional version of a GAN and we train on the full non-
prompt photon (ID, pT, n, ¢)
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Results

= GAN is able to generate a full misidentified
object that would pass the selection criteria

60: : | 1 GANed control region
(see 1D distributions on diagonal) : ‘

B MC signal region

=
V

2,
R
o

40}

=  GAN learns correlations between
observables of the objects (see contours on
off-diagonal plots)

Moriond EW 2023 - V. Lohezic




Results

GAN is able to generate a full misidentified
object that would pass the selection criteria
(see 1D distributions on diagonal)

GAN learns correlations between
observables of the objects (see contours on
off-diagonal plots) but also correlations with
the rest of the event (see distance
correlation coefficients matrix)

This method could be used as a general
tool to generate other objects for other use
cases

Aoy 9.01
An,,, 0.01
M., 9.02
pT..,9.05

A
PTy 9.05

m,y7/

Ny 0.02

N jets 901

¢'Y .01
Ny -0.01

pT'y 0.04

ID,Y .01

By 0.01

My 903 0.09 Eia’ﬁ 0.01 0.01 0.02 0.47 0.01 0.01 0.01 0.02 0.02 0.01 0.28 0.06-
pT7/ -0.05 l"

ﬂ 0.08 0.01 0.02 0.13 0.02 0.01 0.07 0.01 0.39 0.32 0.32 0.26 0.03-

ID7/ p:/: 0.05 0.03 0.01 0.01 0.05 0.01 0.01 0.01 0.01 0.06 0.06 0.02 0.02 0.0}
p ! | | ! | | ! | | ! |

0.02

0.26
0.34
0.31
0.38
0.01
0.07
0.01
0.02
0.14
0.02

0.01

X4

=
—

Q.

Original correlations

S L L I IR L L L L DL LN R . %
0.01 0.01 0.01 0.02 0.01 0.01 0.07 0.01 0.08 0.09 0.01 0.01 i!:,g

0.29 0.01 0.01 0.24

4
0.01 0.01 0.01 0.09 0.06 0.13 l!’,;ﬂ 0.0

0.02 0.01 0.02 0.34 0.03 0.01 0.09 0.01 0.08 0.15 l!’/" 0.13 0.0L

0.03 0.01 0.02 [ 2] 0.03 0.01 0.41 0.01 V':,;g B v P
003 0.01 0.02 {7 0.03 0.01 038 0.01 [, B . -

0.01 0.01 0.05 0.01 0.01 0.01 0.22 ':," 0.02 0.02 0.00 0.01 0.0

L4 -

0.01 0.01 0.02 0.25 0.01 0.01 F}:g 0.22 0.40 0.42 0.07 0.02 0.07

X4

0.01 0.02 0.01 0.01 E’xfg 0.01 0.01 0.01 0.01 0.00 0.01 0.0-

0.45 0.01 0.08 0.04 E,":g 0.01 0.01 0.01 0.03 0.02 0.03 0.0L

0.03 0.01 0.03 E’/f 0.04 0.01 0.25 0.01 W 0.33 0.24 0.02
s Eﬁu’ 0.02 0.07 0.02 0.02 0.04 0.02 0.02 0.02 0.01 0.0+

OAL p}:ﬂ 0.03 0.01 0.01 [1Xi%:] 0.02 0.02 0.01 0.01 0.01 0.01 0.0+

0
|
* R

- = = = @ x
S €0 §F £ 8§ £FF/ & &
— > 2 = o - 43

SUOI}E|=24100 PONVYS

=

Moriond EW 2023 - V. Lohezic



Data driven background estimation in HEP
using Generative Adversarial Networks

Moriond EW 2023 - Young Scientist Forum - March 23rd, 2023

Victor Lohezic (victor.lohezic@cern.ch)

Fabrice Couderc, Julie Malclés, Ozgiir Sahin OO0
IRFU - CEA Saclay . ERAT)

4] Thankyou'! =lFsr
' - https://arxiv.org/abs/2212.03763
Publication accepted by EPJC




