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Individual resolvable sources

GW background
[Hellings&Downs, 1983]

[Credit: D. Champion]



GW150914,  
z ~ 0.1

[LIGO-Virgo, PRL 116, 061102]

A&A proofs: manuscript no. eptadr2_gwb_25psr

Fig. 5: Binned overlap reduction function. Blue is for DR2full while orange is for DR2new. The left panel shows violins of the
posterior of the correlation coe�cients averaged at ten bins of angular separations with 30 pulsar pairs each. The black line is the
HD curve based on theoretical expectation of a GWB signal. The grey histogram is the arbitrarily normalised distribution of the
number of pulsar pairs at di↵erent angular separations. The right panel is the corresponding 2D posterior for the amplitude and
spectral index of the common correlated signal, showing 1/2/3 � contours.

Fig. 6: Constraints on the overlap reduction function from the
optimal statistic. Blue and orange points indicate the results for
DR2full and DR2new respectively. The correlation coe�cients
for each pair of pulsars are weighted and averaged following the
description in Allen & Romano (2022) and grouped in the same
way as those in Figure 5 for comparison. The HD correlation is
plotted as a black line for reference.

4.3. Significance tests

To quantitatively estimate the significance of the hypothesis that
a GWB signal with HD correlation is present in the data, the null
hypothesis distribution need to be constructed. Many repetitions
of an experiment need to be performed in order to define a strict
p-value. This is, unfortunately, not possible for PTAs. Thus, we
can only attempt to find a good proxy to estimate the true statis-
tical p-value for the null hypothesis. In the following, we refer
to the estimated value from our proxy methods as p-values for
simplicity. The respective distributions can be constructed in two
di↵erent ways, by introducing random phase shifts in the Fourier
basis of the common red noise process (Taylor et al. 2017) or
by moving the positions of the pulsars in the sky via a random
scramble (Cornish & Sampson 2016). The aim of both methods

is to e↵ectively destroy the distinctive cross-pulsar correlations,
unique to the GWB signal, while retaining the individual pulsar
noise characteristics. One should emphasise that both methods
should be robust against any mismodelled features in the data
set, therefore they, in general, provide more conservative esti-
mates of the significance in comparison to the possibly oversim-
plified noise simulation bootstrapping.

The distributions of BFs under the null hypothesis (PSRN +
CURN) were constructed for DR2full and DR2new using about
200 and 2000 phase shifts, respectively and are displayed in the
upper panel of Figure 7. The DR2full measured BF from Ta-
ble 5 lies within the 2� range of the null hypothesis distribu-
tion with a p-value of 0.04. The p-value for the BF derived with
the DR2new data set reaches a statistically interesting value of
0.0005, which corresponds to the 3� level of significance (’ev-
idence’). The analysis was performed using both ENTERPRISE
and FORTYTWO and shows consistent results between the two
software packages. This significance test was repeated for the
OS S/N values for the HD correlation and results are shown in
the bottom panel of Figure 7. For DR2full a p-value of 0.07
is found. None of the 10000 realisations produced a S/N that is
comparable to what has been found in DR2new. Therefore, only
an upper limit can be set for the p-value < 0.0001, which corre-
sponds to a significance of > 3.5�.

Figure 8 shows the null distribution obtained with sky scram-
bles in the OS analysis in the top panel. A matching threshold of
0.2 for any two sky scrambles was imposed to produce about
5000 samples. A large di↵erence particularly in the high S/N
tail of the density functions can be found between DR2full and
DR2new. The p-value for DR2full of 0.08 is comparable to that
obtained with the phase shifts. This could indicate that in the low
S/N regime, both methods produce reliable null distributions. In
the high S/N regime, however, with DR2new the sky scramble
p-value of 0.004 is not consistent with the phase shift method.

The bottom panel of Figure 8 compares p-values from sim-
ulations, theoretical computation and the two methods. A null
distribution was generated using a set of realistic simulations re-
sembling the statistical properties of the real DR2new data set
and with the injected CURN only. The noise parameters as well
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Fig. 5: Binned overlap reduction function. Blue is for DR2full while orange is for DR2new. The left panel shows violins of the
posterior of the correlation coe�cients averaged at ten bins of angular separations with 30 pulsar pairs each. The black line is the
HD curve based on theoretical expectation of a GWB signal. The grey histogram is the arbitrarily normalised distribution of the
number of pulsar pairs at di↵erent angular separations. The right panel is the corresponding 2D posterior for the amplitude and
spectral index of the common correlated signal, showing 1/2/3 � contours.

Fig. 6: Constraints on the overlap reduction function from the
optimal statistic. Blue and orange points indicate the results for
DR2full and DR2new respectively. The correlation coe�cients
for each pair of pulsars are weighted and averaged following the
description in Allen & Romano (2022) and grouped in the same
way as those in Figure 5 for comparison. The HD correlation is
plotted as a black line for reference.
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To quantitatively estimate the significance of the hypothesis that
a GWB signal with HD correlation is present in the data, the null
hypothesis distribution need to be constructed. Many repetitions
of an experiment need to be performed in order to define a strict
p-value. This is, unfortunately, not possible for PTAs. Thus, we
can only attempt to find a good proxy to estimate the true statis-
tical p-value for the null hypothesis. In the following, we refer
to the estimated value from our proxy methods as p-values for
simplicity. The respective distributions can be constructed in two
di↵erent ways, by introducing random phase shifts in the Fourier
basis of the common red noise process (Taylor et al. 2017) or
by moving the positions of the pulsars in the sky via a random
scramble (Cornish & Sampson 2016). The aim of both methods

is to e↵ectively destroy the distinctive cross-pulsar correlations,
unique to the GWB signal, while retaining the individual pulsar
noise characteristics. One should emphasise that both methods
should be robust against any mismodelled features in the data
set, therefore they, in general, provide more conservative esti-
mates of the significance in comparison to the possibly oversim-
plified noise simulation bootstrapping.

The distributions of BFs under the null hypothesis (PSRN +
CURN) were constructed for DR2full and DR2new using about
200 and 2000 phase shifts, respectively and are displayed in the
upper panel of Figure 7. The DR2full measured BF from Ta-
ble 5 lies within the 2� range of the null hypothesis distribu-
tion with a p-value of 0.04. The p-value for the BF derived with
the DR2new data set reaches a statistically interesting value of
0.0005, which corresponds to the 3� level of significance (’ev-
idence’). The analysis was performed using both ENTERPRISE
and FORTYTWO and shows consistent results between the two
software packages. This significance test was repeated for the
OS S/N values for the HD correlation and results are shown in
the bottom panel of Figure 7. For DR2full a p-value of 0.07
is found. None of the 10000 realisations produced a S/N that is
comparable to what has been found in DR2new. Therefore, only
an upper limit can be set for the p-value < 0.0001, which corre-
sponds to a significance of > 3.5�.

Figure 8 shows the null distribution obtained with sky scram-
bles in the OS analysis in the top panel. A matching threshold of
0.2 for any two sky scrambles was imposed to produce about
5000 samples. A large di↵erence particularly in the high S/N
tail of the density functions can be found between DR2full and
DR2new. The p-value for DR2full of 0.08 is comparable to that
obtained with the phase shifts. This could indicate that in the low
S/N regime, both methods produce reliable null distributions. In
the high S/N regime, however, with DR2new the sky scramble
p-value of 0.004 is not consistent with the phase shift method.

The bottom panel of Figure 8 compares p-values from sim-
ulations, theoretical computation and the two methods. A null
distribution was generated using a set of realistic simulations re-
sembling the statistical properties of the real DR2new data set
and with the injected CURN only. The noise parameters as well

Article number, page 10 of 23

[EPTA III: search  
for GWs
2306.16214]

NANOGrav collaboration, 
15 year data set 

68 pulsars
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Compelling evidence for a  
GW background:

 (NANOGrav)3.5 − 4σ

∼ 3 − 3.5σ (EPTA+IPTA)
∼ 2σ (PPTA)

(CPTA)

Within 1-2 years, IPTA, combined data => 
detection?

4 The NANOGrav Collaboration
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Figure 1. Summary of the main Bayesian and optimal-statistic analyses presented in this paper, which establish multiple lines
of evidence for the presence of Hellings–Downs correlations in the 15-year NANOGrav data set. Throughout we refer to the
68.3%, 95.4%, and 99.7% regions of distributions as 1/2/3� regions, even in two dimensions. (a): Bayesian “free-spectrum”
analysis, showing posteriors (gray violins) of independent variance parameters for a Hellings–Downs-correlated stochastic process
at frequencies i/T , with T the total data set time span. The blue represents the posterior median and 1/2� posterior bandsa

for a power-law model; the dashed black line corresponds to a � = 13/3 (SMBHB-like) power-law, plotted with the median
posterior amplitude. See §3 for more details. (b): Posterior probability distribution of GWB amplitude and spectral exponent
in a HD power-law model, showing 1/2/3� credible regions. The value �GWB = 13/3 (dashed black line) is included in the 99%
credible region. The amplitude is referenced to fref = 1yr�1 (blue) and 0.1 yr�1 (orange). The dashed blue and orange curves
in the log

10
AGWB subpanel shows its marginal posterior density for a � = 13/3 model, with fref = 1yr�1 and fref = 0.1 yr�1,

respectively. See §3 for more details. (c): Angular-separation–binned inter-pulsar correlations, measured from 2,211 distinct
pairings in our 67-pulsar array using the frequentist optimal statistic, assuming maximum-a-posteriori pulsar noise parameters
and � = 13/3 common-process amplitude from a Bayesian inference analysis. The bin widths are chosen so that each includes
approximately the same number of pulsar pairs, and central bin locations avoid zeros of the Hellings–Downs curve. This binned
reconstruction accounts for correlations between pulsar pairs (Romano et al. 2021; Allen & Romano 2022). The dashed black
line shows the Hellings–Downs correlation pattern, and the binned points are normalized by the amplitude of the � = 13/3
common process to be on the same scale. Note that we do not employ binning of inter-pulsar correlations in our detection
statistics; this panel serves as a visual consistency check only. See §4 for more frequentist results. (d): Bayesian reconstruction
of normalized inter-pulsar correlations, modeled as a cubic spline within a variable-exponent power-law model. The violins plot
the marginal posterior densities (plus median and 68% credible values) of the correlations at the knots. The knot positions are
fixed, and are chosen on the basis of features of the Hellings–Downs curve (also shown as a dashed black line for reference): they
include the maximum and minimum angular separations, the two zero crossings of the Hellings–Downs curve, and the position
of minimum correlation. See §3 for more details.
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Gravitational waves and cosmology

Iate-time universe

– Expansion rate
–      , Hubble constant
– 
– beyond    
       dark energy         and dark matter
– modified gravity (modified GW propagation)
– astrophysics; eg BH populations, PISN mass gap? 
….
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w(z)

Individual sources
and populations of sources
at cosmological distances
e.g.  binary neutron stars (BNS), 
      binary black holes (BBH),
      neutron star- black-hole binary (NS-BH)
      Topological defects e.g. cosmic string bursts…

0th order - GW170817 and GRB170817A

• Theoretical framework: No 
cosmology, constant and frequency 
independent speed.  

• How: It makes use of the GW-EM time 
delay to estimate the fractional 
difference between the speed of light 
and GW. Considered uncertainty of 10 s 
in the prompt time.  

• Highlight on the results: Tightest 
constrain on the GW speed.

h(r, ⌘) =
1

dGW
L (⌘)

h(⌘s, r � c

Z ⌘

⌘s

(1 + ↵T )
1/2d⌘)
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Gravitational waves and cosmology

Iate-time universe

– Expansion rate
–      , Hubble constant
– 
– beyond    
       dark energy         and dark matter
– modified gravity (modified GW propagation)
– astrophysics; eg BH populations, PISN mass gap? 
….
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Individual sources
and populations of sources
at cosmological distances
e.g.  binary neutron stars (BNS), 
      binary black holes (BBH),
      neutron star- black-hole binary (NS-BH)
      Topological defects e.g. cosmic string bursts…

upper mass gap?

lower mass gap?

Peak  ∼ 35M⊙

2111.03604

https://arxiv.org/abs/2111.03604


Gravitational waves and cosmology

Iate-time universe

Stochastic background 
of GWs of astrophysical
and/or cosmological origin

Very early universe until today
t & tPl

– Expansion rate
–      , Hubble constant
– 
– beyond    
       dark energy         and dark matter
– modified gravity (modified GW propagation)
– astrophysics; eg BH populations, PISN mass gap? 
….
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Individual sources
and populations of sources
at cosmological distances
e.g.  binary neutron stars (BNS), 
      binary black holes (BBH),
      neutron star- black-hole binary (NS-BH)
      Topological defects e.g. cosmic string bursts…

More speculative.  Early universe sources beyond standard 
model of particle physics!
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⌦gw(t0, f) =
f

⇢c

d⇢gw
df

(t0, f)

– population of black holes
– quantum processes during inflation
– Phase transitions in Early universe
– cosmic strings
– primordial black holes
– ultra light dark matter 
…
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Figure 4. Same as Fig. 3 but for a di↵erent selection of models and showing a larger frequency range. The solid lines represent
median GWB spectra for a subset of new-physics models (see Appendix B for more details); the gray violins correspond to
the posteriors of an HD-correlated free spectral reconstruction of the NANOGrav signal; and the shaded regions indicate the
power-law-integrated sensitivity (Thrane & Romano 2013) of various existing and planned GW interferometer experiments:
LISA (Amaro-Seoane et al. 2017), DECIGO (Kawamura et al. 2011), BBO (Crowder & Cornish 2005), Einstein Telescope (ET;
Punturo et al. 2010), Cosmic Explorer (CE; Reitze et al. 2019), the HLVK detector network (consisting of aLIGO in Hanford
and Livingston (Aasi et al. 2015), aVirgo (Acernese et al. 2015), and KAGRA (Akutsu et al. 2019)) at design sensitivity, and
the HLV detector network during the third observing run (O3). All sensitivity curves are normalized to a signal-to-noise ratio
of unity and, for planned experiments, an observing time of one year. For the HLV detector network, we use the O3 observing
time. Di↵erent signal-to-noise thresholds ⇢thr and observing times tobs can be easily implemented by rescaling the sensitivity
curves by a factor of ⇢thr/

p
tobs. More details on the construction of the sensitivity curves can be found in Schmitz (2021).

We emphasize that models whose median GWB spectrum exceeds the sensitivity of existing experiments are not automatically
ruled out. This applies, e.g., to cosmic superstrings (super) and the O3 sensitivity of the HLV detector network. Typically, no
single GWB spectrum in a given model will coincide with the median GWB spectrum, which is constructed from distributions
of h

2⌦GW values at any given frequency. Therefore, if the median GWB spectrum is in conflict with existing bounds, typically
only some regions in the model parameter space will be ruled out, while others remain viable (see, e.g., Fig. 11 for the super
model). Finally, note that any primordial GWB signal is subject to the upper limit on the amount of dark radiation in Eq. (23),
which requires the total integrated GW energy density to remain smaller than O(10�(5···6)) (see Section 5.1).

eters in these models are fairly well known (e.g., con-
cerning the galaxy stellar mass function), others are
almost entirely unconstrained—particularly those gov-
erning the dynamical evolution of SMBHBs on subpar-
sec scales (Begelman et al. 1980). The GWOnly-Ext li-
brary assumes purely GW-driven binary evolution and
uses relatively narrow distributions of model parame-
ters based on literature constraints from galaxy-merger

observations (e.g., Tomczak et al. 2014) in addition to
more detailed numerical studies of SMBHB evolution
(e.g., Sesana 2013).

For each population contained in the GWOnly-Ext li-
brary, we perform a power-law fit of the correspond-
ing GWB spectrum across the first 14 frequency bins
that we use in our analysis. The distribution for ABHB

and �BHB obtained in this way is reported in Fig. 1

NANOGrav 15-year New-Physics Signals 11

f [Hz]

10�18

10�16

10�14

10�12

10�10

10�8

10�6

h
2
�

G
W

lisa

decigo

bbo

et

ce

hlvk

hlv (o�)

igw sigw-delta pt-bubble pt-sound

10�10 10�8 10�6 10�4 10�2 1 102 104 106

f [Hz]

10�18

10�16

10�14

10�12

10�10

10�8

10�6

h
2
�

G
W

stable-n super dw-sm dw-dr

Figure 4. Same as Fig. 3 but for a di↵erent selection of models and showing a larger frequency range. The solid lines represent
median GWB spectra for a subset of new-physics models (see Appendix B for more details); the gray violins correspond to
the posteriors of an HD-correlated free spectral reconstruction of the NANOGrav signal; and the shaded regions indicate the
power-law-integrated sensitivity (Thrane & Romano 2013) of various existing and planned GW interferometer experiments:
LISA (Amaro-Seoane et al. 2017), DECIGO (Kawamura et al. 2011), BBO (Crowder & Cornish 2005), Einstein Telescope (ET;
Punturo et al. 2010), Cosmic Explorer (CE; Reitze et al. 2019), the HLVK detector network (consisting of aLIGO in Hanford
and Livingston (Aasi et al. 2015), aVirgo (Acernese et al. 2015), and KAGRA (Akutsu et al. 2019)) at design sensitivity, and
the HLV detector network during the third observing run (O3). All sensitivity curves are normalized to a signal-to-noise ratio
of unity and, for planned experiments, an observing time of one year. For the HLV detector network, we use the O3 observing
time. Di↵erent signal-to-noise thresholds ⇢thr and observing times tobs can be easily implemented by rescaling the sensitivity
curves by a factor of ⇢thr/

p
tobs. More details on the construction of the sensitivity curves can be found in Schmitz (2021).

We emphasize that models whose median GWB spectrum exceeds the sensitivity of existing experiments are not automatically
ruled out. This applies, e.g., to cosmic superstrings (super) and the O3 sensitivity of the HLV detector network. Typically, no
single GWB spectrum in a given model will coincide with the median GWB spectrum, which is constructed from distributions
of h

2⌦GW values at any given frequency. Therefore, if the median GWB spectrum is in conflict with existing bounds, typically
only some regions in the model parameter space will be ruled out, while others remain viable (see, e.g., Fig. 11 for the super
model). Finally, note that any primordial GWB signal is subject to the upper limit on the amount of dark radiation in Eq. (23),
which requires the total integrated GW energy density to remain smaller than O(10�(5···6)) (see Section 5.1).

eters in these models are fairly well known (e.g., con-
cerning the galaxy stellar mass function), others are
almost entirely unconstrained—particularly those gov-
erning the dynamical evolution of SMBHBs on subpar-
sec scales (Begelman et al. 1980). The GWOnly-Ext li-
brary assumes purely GW-driven binary evolution and
uses relatively narrow distributions of model parame-
ters based on literature constraints from galaxy-merger

observations (e.g., Tomczak et al. 2014) in addition to
more detailed numerical studies of SMBHB evolution
(e.g., Sesana 2013).

For each population contained in the GWOnly-Ext li-
brary, we perform a power-law fit of the correspond-
ing GWB spectrum across the first 14 frequency bins
that we use in our analysis. The distribution for ABHB

and �BHB obtained in this way is reported in Fig. 1

[NANOGrav, 2306.16219 ]

Cosmic Strings.

– Line-like topological defects, may be formed in a symmetry breaking  
       phase transition, time  
 
– loops are created for all times  , oscillate relativistically and emit GWs: 
   • individual loop, close by, emits a particular short, and periodically repeating, GW burst signal. 
   • effect of all loops is to generate a SGWB 
  

ti

t > ti

2

FIG. 1: Schematic view of a cosmic string burst, with the
beaming angle ✓m in red and the misalignement angle �.

broader at LISA rather than LIGO frequencies, mean-
ing it is a priori easier to detect). Then in section III the
salient features of the LISA response are summarised. We
determine the cosmic string burst e�ciency, namely the
probability that LISA can detect a burst of a given am-
plitude, i.e. the probability that its SNR is above a given
value SNRcut. In Section IV, we derive the rate of bursts
observable by LISA. We then evaluate the expected rate
for the LRS and BOS models in section V. We also con-
sider the case in which LISA does not detect bursts from
strings during the mission duration Tobs, leading to upper
bounds on µ. Finally, we conclude in section VI.

II. COSMIC STRING BURSTS

We start with a brief description of the GWs emitted
by cosmic string cusps, namely points on the string which
travel instantly at velocities close to the speed of light,
see [18, 19, 36] for detailed calculations.

The emission from these strong GW sources is concen-
trated in a beam, see Fig. 1, with a half-angle

✓m(f) = [g2f(1 + z)`]�1/3 , (2)

where ` is the invariant length of the loop at redshift z
containing the cusp, f is the observed GW frequency, and
g2 is a O(1) coe�cient that we fixed to

p
3/4 as derived

in [19, 37]. Note that the beaming angle is limited to
✓m(f) < 1. The logarithmic Fourier transform of the
cusp waveform is spread over a wide range of frequencies
following a power-law h̃(f) ⇠ Af�4/3. Its amplitude is
given by

A(`, z, µ) = g1

Gµ`2/3

(1 + z)1/3r(z)
, (3)

where r(z) the proper distance to the cusp, and g1 ⇡

0.85. In fact, the signal is cuto↵ at low frequencies by
the fundamental frequency of the loop f0 = 2/`, which
in the detector frame imposes

f > flow ⌘
2

`(1 + z)
. (4)

Since the beaming angle ✓m becomes narrower as the fre-
quency increases, see Eq. (2), any misalignment of the
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FIG. 2: Cusp strain in time domain computed using Eq. (7),
and fixing (see Section III) flow = f1 = 0.1mHz, fhigh = f2 =
50mHz, characteristic of LISA.

observer by a small angle � from the cusp direction re-
sults in a cuto↵ at high frequencies when � > ✓m. Hence
the observed frequency must satisfy

f < fhigh ⌘
1

g2`�3(1 + z)
. (5)

As a consequence, and as the GW signal is linearly
polarized, the waveform of a cusp is only characterized
by

h̃(f) = A|f |
�4/3⇥(f � flow)⇥(fhigh � f), (6)

which can also be expressed in the time domain with a
real Fourier transform

h(t) = 2A

Z fhigh

flow

f�4/3 cos(2⇡ft) df . (7)

This is plotted in Fig. II where, for illustrative purposes,
we have chosen values of flow and fhigh characteristic of
the LISA sensitivity band, see Section III. Finally, we
choose the convention that for a polarization angle  we
have in the solar system barycentre frame,

h+(t) = cos(2 )h(t) and h⇥(t) = sin(2 )h(t). (8)

III. LISA RESPONSE

LISA has a non-trivial response to the GW signal.
Not only is the wavelength of the GWs comparable to
the armlength, but also time-delay interferometry (TDI)
must be used. LISA’s satellites follow geodesic motion
around the sun and, as a result, the distance between
them is not equal and slowly changes in time (breath-
ing and flexing). TDI removes the laser frequency noise
by delaying and recombining individual measurements to
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– Experiments, current and future, can either put constraints on, or measure      
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Fig. 16: The SGWB spectra (in terms of log10 h
2⌦gw) for four di↵erent early Universe SGWB models considered in this paper.

BOS/LRS correspond to a cosmic string background with Nc = 2 and Nk = 0 (� = 57), and log10 Gµ = �10.1/�10.6. The
GWB from turbulence is plotted in solid line for �⇤H⇤ = 1, ⌦⇤ = 0.3, and T⇤ = 140 MeV. The inflationary spectra is shown
for log10 r = �13.1 and nT = 2.4 (maximum a posteriori value). The nine first Fourier bins posteriors of the common signal are
represented by the gray violin areas.

is of the Kolmogorov type, as we assume here. Hence, the re-
sulting spectral shape of the GWB in Eq. (21) presents three
power laws: f

3 at frequencies below the inverse e↵ective dura-
tion of the turbulence f < 1/�tfin, f at intermediate frequencies
1/�tfin < f < 1/�⇤, and f

�8/3 at large frequencies f > 1/�⇤.
The GWB produced from vortical (M)HD turbulence is

therefore determined by three parameters: the temperature scale
T⇤, the turbulence strength ⌦⇤, and the turbulence characteris-
tic length scale �⇤H⇤. By causality, �⇤H⇤ is bound to be smaller
than one. In general, also ⌦⇤ . 1, otherwise turbulence would
change the dynamics of the Universe. However, note that the
template described above has been validated in principle only
for non-relativistic plasma motions, for which ⌦⇤ . O(0.1).

4.3.2. Analysis results

As in subsection 4.1, here we use the fast free spectrum anal-
ysis method on DR2new data to constrain the model, consid-
ering the nine first Fourier bins of the RMS spectrum of Fig-
ure 1. We use log10-uniform priors for the model parame-
ters, choosing log10(�⇤H⇤) 2 [�3, 0], log10⌦⇤ 2 [�2, 0], and
log10(T⇤/1MeV) 2 [1, 3]. The 2D-posteriors obtained are shown
in Figure 17.

For values of ⌦⇤ below 0.1, the model can only explain the
level of correlated noise at the lowest frequency bin if the am-
plitude of the spectrum is su�ciently high. This can be achieved
only if �⇤H⇤ is close to 1 and the peak frequency lies within
the PTA frequency range, implying T⇤ ⇠ 60 MeV. However, at
frequencies around the peak, the signal corresponds to a power
spectral density for the residuals steeper than � ⇠ 4, which can-
not fit the data well. For this reason, values of ⌦⇤ . 0.1 are
disfavoured.

For larger values of ⌦⇤, the f
3 part of the spectrum at fre-

quencies below �t�1
fin /

p
⌦⇤/(�⇤H⇤)⇥H⇤(T⇤) can enter the PTA

band with a su�ciently high amplitude. Furthermore, the dis-
tance between the break at �t�1

fin and the spectral peak at 1/�⇤ be-
comes minimal in the limit ⌦⇤ ⇠ 1. Both of these characteristics
lead to a better fit to the data. This is recovered in the posteriors
of Figure 17, together with the degeneracy between �⇤H⇤ and
⌦⇤ from the signal amplitude (see Equation 21), and the degen-
eracy between �⇤H⇤ and T⇤ from the break at 1/�tfin (note that
the dependence of the latter on

p
⌦⇤ is subdominant).

The model therefore provides a good fit to the data in the
limit of large ⌦⇤, close to the upper bound of the prior. The ex-
tension of the dataset to longer observation time will be crucial
for further constraining this model at low frequencies.

4.4. Implications on the 2nd-order GWB produced by

primordial curvature perturbations

It is well-known that scalar, vector and tensor modes of the per-
turbed metric do not mix at linear order of the Einstein equations
(Lifshitz 1946; Baumann 2022). However, scalar curvature per-
turbations will source propagating tensorial modes (GWs) at the
2nd order in perturbation theory (Tomita 1967; Matarrese et al.
1993, 1998; Noh & Hwang 2004; Carbone & Matarrese 2005;
Ananda et al. 2007; Baumann et al. 2007). Such scalar curvature
perturbations and associated primordial density fluctuations in-
evitably exist in the Universe and can be directly constrained by
observations of the CMB. The latest Planck data (Planck Col-
laboration et al. 2020b) suggests that the power spectrum of the
curvature perturbations is nearly scale-invariant with the ampli-
tude A⇣ ⇠ 2 ⇥ 10�9, which implies a marginal energy-density
of the generated GWB. Specifically, when projected to the PTA
sensitivity band, the fractional contribution of the energy density
in the associated GWs becomes ⌦gw ⇠ 10�17, which is practi-
cally non-detectable by current experiments. On the other hand,
some models of inflation (see, for example, Di & Gong 2018;
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PTA results: SGWB Spectra for maximum a posteriori parameter values,  
all assuming primordial background to be the only source of GWs***
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Figure 3. Median GWB spectra produced by a subset of the new-physics models, which we construct by mapping our model
parameter posterior distributions to h

2⌦GW distributions at every frequency f (see Appendix B for more details and Figs. 19
and 20 for the models not included here). We also show the periodogram for an HD-correlated free spectral process (gray violins)
and the GWB spectrum produced by an astrophysical population of inspiraling SMBHBs with the parameters ABHB and �BHB

fixed at the central values µBHB of the 2D Gaussian prior distribution specified in Eq. (A1) (black dashed line).

to merge SMBHBs within a Hubble time, the number
of binaries emitting in the PTA band depends on in-
teractions between binaries and their local galactic en-
vironment to extract orbital energy and drive systems
toward merger (Begelman et al. 1980). If these environ-
mental e↵ects extend into the PTA band, or if binary
orbits are substantially eccentric, then the GWB spec-
trum can flatten at low frequencies (typically expected
at f ⌧ 1 yr�1; Kocsis & Sesana 2011). At high frequen-
cies, once the expected number of binaries dominating
the GWB approaches unity, the spectrum steepens be-
low 13/3 (typically expected at f � 1 yr�1; Sesana et al.
2008).

Unfortunately, current observations and numerical
simulations provide only weak constraints on the spec-
tral amplitude or the specific locations and strengths of
power-law deviations. Despite these uncertainties, the
sensitivity range of PTAs is su�ciently narrowband that
it is reasonable, to first approximation, to model the sig-

nal by a power law in this frequency range:

�BHB(f) =
A

2
BHB

12⇡2

1

Tobs

✓
f

yr�1

◆��BHB

yr3 , (13)

where �BHB/�f is the timing residual PSD (see Eq. (6)).
Following Middleton et al. (2021), we can gain some

insight into the allowed range of values for the ampli-
tude, ABHB, and slope, �BHB, of this power law by sim-
ulating a large number of SMBHB populations cover-
ing the entire range of allowed astrophysical parame-
ters. Specifically, we consider the SMBHB populations
contained in the GWOnly-Ext library generated as part
of the NG15smbh analysis (and discussed in additional
detail there). This library was constructed with the
holodeck package (Kelley et al. 2023) using semian-
alytic models of SMBHB mergers. These models use
simple, parameterized forms of galaxy stellar mass func-
tions, pair fractions, merger rates, and SMBH-mass ver-
sus galaxy-mass relations to produce binary popula-
tions and derived GWB spectra. While some param-
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Figure 3. Median GWB spectra produced by a subset of the new-physics models, which we construct by mapping our model
parameter posterior distributions to h

2⌦GW distributions at every frequency f (see Appendix B for more details and Figs. 19
and 20 for the models not included here). We also show the periodogram for an HD-correlated free spectral process (gray violins)
and the GWB spectrum produced by an astrophysical population of inspiraling SMBHBs with the parameters ABHB and �BHB

fixed at the central values µBHB of the 2D Gaussian prior distribution specified in Eq. (A1) (black dashed line).

to merge SMBHBs within a Hubble time, the number
of binaries emitting in the PTA band depends on in-
teractions between binaries and their local galactic en-
vironment to extract orbital energy and drive systems
toward merger (Begelman et al. 1980). If these environ-
mental e↵ects extend into the PTA band, or if binary
orbits are substantially eccentric, then the GWB spec-
trum can flatten at low frequencies (typically expected
at f ⌧ 1 yr�1; Kocsis & Sesana 2011). At high frequen-
cies, once the expected number of binaries dominating
the GWB approaches unity, the spectrum steepens be-
low 13/3 (typically expected at f � 1 yr�1; Sesana et al.
2008).

Unfortunately, current observations and numerical
simulations provide only weak constraints on the spec-
tral amplitude or the specific locations and strengths of
power-law deviations. Despite these uncertainties, the
sensitivity range of PTAs is su�ciently narrowband that
it is reasonable, to first approximation, to model the sig-
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where �BHB/�f is the timing residual PSD (see Eq. (6)).
Following Middleton et al. (2021), we can gain some

insight into the allowed range of values for the ampli-
tude, ABHB, and slope, �BHB, of this power law by sim-
ulating a large number of SMBHB populations cover-
ing the entire range of allowed astrophysical parame-
ters. Specifically, we consider the SMBHB populations
contained in the GWOnly-Ext library generated as part
of the NG15smbh analysis (and discussed in additional
detail there). This library was constructed with the
holodeck package (Kelley et al. 2023) using semian-
alytic models of SMBHB mergers. These models use
simple, parameterized forms of galaxy stellar mass func-
tions, pair fractions, merger rates, and SMBH-mass ver-
sus galaxy-mass relations to produce binary popula-
tions and derived GWB spectra. While some param-
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*** Nota Bene:  
Though an astrophysical background of putative SMBHB is the most plausible source of the PTA observations, 
analysis of the data seems to indicate a mild tension between data and predictions.   
“ This discrepancy presents an opportunity for new physics models to fit the data better” .  
• Caution: The situation can evolve with more data..  Should “..not over-interpret the observed evidence in favour 
of some of the cosmological sources/new physics”



I/  On detectors & binary sources

• designed to be as sensitive as possible to  
time-varying changes in the separation  
between two freely-falling objects  2 Page 60 of 223 J. D. Romano, N. J. Cornish

Fig. 22 A spacetime diagram
representation of ∆T (t) for a
(one-way) pulsar timing residual
measurement. Time increases
vertically upward. The vertical
arrows are spacetime worldlines
for a pulsar and a detector on
Earth. The measurement is made
at time t . The blue dotted line
shows the trajectory of the radio
pulse in the absence of a
gravitational wave; the red solid
line shows the trajectory in the
presence of a gravitational wave

the phase difference can be calculated in terms of the change in the round-trip travel
time of the laser light from one test mass (e.g., the beam splitter) to another (e.g., one
of the end test masses). If we consider an equal-arm Michelson interferometer with
unit vectors û and v̂ pointing from the beam splitter to the end masses in each of the
arms, then

hphase(t) ≡ ∆!(t) = 2πν0∆T (t), (5.3)

where ∆T (t) ≡ Tû,rt(t) − Tv̂,rt(t) is the difference of the round-trip travel times, and
ν0 is the frequency of the laser light. (See Fig. 23). Alternatively, one often writes the
interferometer response as a strain measurement in the two arms

hstrain(t) ≡ ∆L(t)
L

= ∆T (t)
2L/c

, (5.4)

where ∆L(t) ≡ Lû(t)− L v̂(t) is the difference of the proper lengths of the two arms
(having unperturbed length L), and ∆T (t) is the difference in round-trip travel times
as before. Thus, interferometer phase and strain response are simply related to one
another.

Calculation of ∆T (t) for beam detectors is most simply carried out in the transverse-
traceless gauge9 (Misner et al. 1973; Schutz 1985; Hartle 2003) since the unperturbed
separation L of the two test masses can be larger than or comparable to the wavelength
λ ≡ c/ f of an incident gravitational wave having frequency f . This is definitely the
case for pulsar timing where L is of order a few kpc, and for spacecraft Doppler
tracking where L is of order tens of AU. It is also the case for space-based detectors
like LISA (L = 5 × 106 km) for gravitational waves with frequencies around a tenth
of a Hz. On the other hand, for Earth-based detectors like LIGO (L = 4 km), L $ λ

is a good approximation below a few kHz. Thus, the approach that we will take in the
following subsections is to calculate the detector response in general, not making any
approximation a priori regarding the relative sizes of λ = c/ f and L . To recover the
standard expressions (i.e., in the long-wavelength or small-antenna limit) for Earth-

9 See Creighton et al. (2009) and Koop and Finn (2014) for an alternative derivation of the response
of a detector to gravitational waves, which is done in terms of the curvature tensor and not the metric
perturbations.
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Fig. 21 A spacetime diagram
representation of ∆T (t) for a
two-way spacecraft Doppler
tracking measurement. Time
increases vertically upward. The
vertical arrows are spacetime
worldlines for the Earth and a
spacecraft. The measurement is
made at time t . The blue dotted
line shows the trajectory of a
pulse of electromagnetic
radiation in the absence of a
gravitational wave; the red solid
line shows the trajectory in the
presence of a gravitational wave

first. From the arrival times of the returning pulses, one can calculate the fractional
change in the frequency of the emitted pulses induced by a gravitational wave. The
detector response for such a measurement is thus

hdoppler(t) ≡ ∆ν(t)
ν0

= d∆T (t)
dt

, (5.1)

where ∆T (t) is the deviation of the round-trip travel time of a pulse away from the
value it would have had at time t in the absence of the gravitational wave. A schematic
representation of ∆T (t) for spacecraft Doppler tracking is given in Fig. 21.

5.1.2 Pulsar timing

Pulsar timing is even simpler in the sense that we only have one-way transmission of
electromagnetic radiation (i.e., radio pulses are emitted by a pulsar and received by a
radio antenna on Earth). The response for such a system is simply the timing residual

htiming(t) = ∆T (t), (5.2)

which is the difference between the measured time of arrival of a radio pulse and the
expected time of arrival of the pulse (as determined from a detailed timing model for
the pulsar) due to the presence of a gravitational wave. A schematic representation of
∆T (t) for a pulsar timing measurement is given in Fig. 22.

5.1.3 Laser interferometers

For laser interferometers like LIGO or LISA, the detector response is the phase differ-
ence in the laser light sent down and back the two arms of the interferometer. Again,

123

Ultra-stable millisecond pulsars used as  beacons “clocks sending signals”.  
In reality though messy astrophysical objects. … Measure TOA of pulse, and
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Fig. 23 A spacetime diagram
representation of ∆T (t) for an
equal-arm Michelson
interferometer. Time increases
vertically upward. The vertical
arrows are spacetime worldlines
for the beam splitter and two end
mirrors. The blue dotted lines
show the trajectory of the laser
light in the two arms of the
interferometer in the absence of
a gravitational wave; the red
solid lines show the trajectory in
the presence of a gravitational
wave. The black dotted arrows,
labeled û and v̂, show the
orientation of the two arms,
from beam splitter to end
mirrors, at t = 0, assuming an
opening angle of 90◦

Table 5 Characteristic properties of different beam detectors: column 2 is the arm length or characteristic
size of the detector (tens of AU for spacecraft Doppler tracking; a few kpc for pulsar timing); column 3 is
the frequency corresponding to the characteristic size of the detector, f∗ ≡ c/L; columns 4 and 5 are the
frequencies at which the detector is sensitive in units of Hz and units of f∗, respectively; and column 6 is
the relationship between f and f∗

Beam detector L (km) f∗ (Hz) f (Hz) f/ f∗ Relation

Ground-based interferometer ∼1 ∼105 10 to 104 10−4 to 10−1 f & f∗
Space-based interferometer ∼106 ∼10−1 10−4 to 10−1 10−3 to 1 f ! f∗
Spacecraft Doppler tracking ∼109 ∼10−4 10−6 to 10−3 10−2 to 10 f ∼ f∗
Pulsar timing ∼1017 ∼10−12 10−9 to 10−7 103 to 105 f ' f∗

based detectors like LIGO will be a simple matter of taking the limit f L/c to zero. For
reference, Table 5 summarizes the characteristic properties (i.e., size, characteristic
frequency, sensitivity band, etc.) of different beam detectors.

5.2 Calculation of response functions and antenna patterns

Gravitational waves are weak. Thus, the detector response is linear in the metric
perturbations hab(t, (x) describing the wave, and can be written as the convolution of
the metric perturbations hab(t, (x) with the impulse response Rab(t, (x) of the detector:

h(t) = (R ∗ h)(t, (x) ≡
∫ ∞

−∞
dτ

∫
d3y Rab(τ, (y)hab(t − τ, (x − (y), (5.5)
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FIG. 2: Detector frame: The two orthogonal arms of the interferometer form the x and y axes in the detector frame while the z axis is defined
by the right circular convention. Angles ✓ and � denote the polar and azimuth angles of the binary in the sky measured in the detector frame.
These angles fix the location of the source in the sky, with respect to the detector. Radiation frame: The z axis of the radiation frame is defined
by the line-of-sight vector n from the detector to the source so that the x � y plane is the plane perpendicular to n (the “sky”); x axis is defined
by the x axis of the detector projected onto the sky. Angles ◆ and  denote the polar and azimuth angles of the total angular momentum vector J
of the binary in the radiation frame. These angles fix the relative orientation of the binary with respect to the detector. Source frame: The z axis
of the source frame is defined by the total angular momentum vector J of the binary and the x axis is defined by the projection of the line of
sight onto the binary plane. The angle '0 describes the angle between the separation vector and the x axis at some reference time. Note that the
radiation pattern of the binary depends on ◆ and '0 (see, e.g., Eq.(2.1)).

signal h. Note that, for a fixed SNR threshold, FF is directly
related to the “distance reach” of a search, and FF3 to the
“volume reach”.

It is evident [see, e.g., Eqs. (2.2), (2.6) and (2.7)] that the
distance/volume reach is a function of not only the intrinsic
parameters (m1,m2) of the binary, but also some of the ex-
trinsic parameters (✓, �, ◆, ,'0). For example the SNR, and
hence the distance/volume reach is the largest towards “face-
on” (◆ = 0, ⇡) binaries and the lowest for “edge-on” (◆ = ⇡/2)
binaries. It is useful to define the e↵ective volume of a search,
defined as the fraction of the volume reach by an optimal
search, averaged over the angles ✓, �, ◆, ,'0 after choosing
appropriate distributions for these angles:

Ve↵ (m1,m2) =
⇢3

subopt

⇢3
opt

, (2.9)

where the bars indicate averages over ✓, �, ◆, ,'0. We can
also define the e↵ective fitting factor FFe↵ , defined as the cube
root of the e↵ective volume

FFe↵ (m1,m2) = Ve↵ (m1,m2)1/3. (2.10)

If a template family has FFe↵ � 0.965, this means that the
(average) loss of search volume due to the mismatch between
the template family and the actual signal is less than ⇠ 10%.
In this paper, we will use FFe↵ = 0.965 as a benchmark for
deciding the e↵ectualness of a template family.

If we interpret the parameter set �max that maximizes the
inner product in Eq. (2.8) as the parameters of the binary,
which can be in general di↵erent from the true parameters
�true, this will result in the following systematic bias in the
estimated parameters:

�� = |�max � �true|, (2.11)

where | | denotes the absolute value.
Similar to the FF and SNR, the systematic biases also de-

pend on the parameters �. We would like to use a single
number (similar to FFe↵) that quantifies the average bias in
estimating the parameters of the binaries that are detectable.

For this purpose we use the ⇢3
subopt weighted average of the

systematic biases and call it the e↵ective bias.

��e↵(m1,m2) =
�� . ⇢3

subopt

⇢3
subopt

, (2.12)

where the bars indicate averages over ✓, �, ◆, ,'0. We use
⇢3

subopt as the weighting factor as it is proportional to the vol-
ume accessible to the search using quadrupole templates and
is therefore proportional to the number of detectable sources.

GW measurements, like any other measurement in the pres-
ence of noise, will also have an associated statistical error.
In the limit of high SNR, one reasonable way of estimating
the expected statistical error (see, e.g., [38] for caveats) is by
using the Cramer-Rao inequality: the error covariance matrix
C↵� is given by

C↵� � ��1
↵� , (2.13)

where �↵� is the Fisher information matrix:

�↵� =
D
@↵x, @�x

E
. (2.14)

Above, @↵x denotes the partial derivative of the waveform
x( f ) with respect to the parameter �↵, and the angle brackets
denote the inner products defined in Eq. (2.5). The rms error in
measuring the parameter �↵ is �↵ = C1/2

↵↵ . A template family
can be considered faithful [1] to the signal if the systematic
bias is considerably smaller than the expected statistical error.
In this paper, we will take (��e↵)↵  �↵ as the benchmark for
the faithfulness of a template family.

III. METHODOLOGY

A. Numerical-relativity simulations

We use two sets of NR waveforms: For mass ratio q  8 we
use waveforms computed by the SpEC code [21–33], kindly

Inspiral of compact binaries at cosmological distance
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Fig. 23 A spacetime diagram
representation of ∆T (t) for an
equal-arm Michelson
interferometer. Time increases
vertically upward. The vertical
arrows are spacetime worldlines
for the beam splitter and two end
mirrors. The blue dotted lines
show the trajectory of the laser
light in the two arms of the
interferometer in the absence of
a gravitational wave; the red
solid lines show the trajectory in
the presence of a gravitational
wave. The black dotted arrows,
labeled û and v̂, show the
orientation of the two arms,
from beam splitter to end
mirrors, at t = 0, assuming an
opening angle of 90◦

Table 5 Characteristic properties of different beam detectors: column 2 is the arm length or characteristic
size of the detector (tens of AU for spacecraft Doppler tracking; a few kpc for pulsar timing); column 3 is
the frequency corresponding to the characteristic size of the detector, f∗ ≡ c/L; columns 4 and 5 are the
frequencies at which the detector is sensitive in units of Hz and units of f∗, respectively; and column 6 is
the relationship between f and f∗

Beam detector L (km) f∗ (Hz) f (Hz) f/ f∗ Relation

Ground-based interferometer ∼1 ∼105 10 to 104 10−4 to 10−1 f & f∗
Space-based interferometer ∼106 ∼10−1 10−4 to 10−1 10−3 to 1 f ! f∗
Spacecraft Doppler tracking ∼109 ∼10−4 10−6 to 10−3 10−2 to 10 f ∼ f∗
Pulsar timing ∼1017 ∼10−12 10−9 to 10−7 103 to 105 f ' f∗

based detectors like LIGO will be a simple matter of taking the limit f L/c to zero. For
reference, Table 5 summarizes the characteristic properties (i.e., size, characteristic
frequency, sensitivity band, etc.) of different beam detectors.

5.2 Calculation of response functions and antenna patterns

Gravitational waves are weak. Thus, the detector response is linear in the metric
perturbations hab(t, (x) describing the wave, and can be written as the convolution of
the metric perturbations hab(t, (x) with the impulse response Rab(t, (x) of the detector:

h(t) = (R ∗ h)(t, (x) ≡
∫ ∞

−∞
dτ

∫
d3y Rab(τ, (y)hab(t − τ, (x − (y), (5.5)
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The Long and the Short of it
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• In PTA, the correlations between  and  simplifies in , to a  
frequency-independent angular part (HD), overall amplitude depends on 

δta δtb fL → ∞
Ωgw( f )

∼
Ωgw( f )

f 5

• 2023 PTA results : HD correlation detected at high significance (EPTA, Bayes factor ).   
Amplitude of correlation essentially determines 

≈ 60
Ωgw( f )



On binary system characterstic scales
WHY GW COSMOLOGY?

8D. Laghi UT3, 28/06/23

GWs are “self-calibrated”:

Schutz, Nature (1986)

Krolak, Schutz, GRG (1987)

GravitaNon is scale-free:

No need for distance scale ladder 
to obtain dL

No redshiY measurement from GWs

  

Completely different window 

on the “Hubble tension”

⇒
GWs as “standard sirens” like “standard candles”

dL(Ω, z) = c(1 + z)
H0 ∫

z

0

dz′ 

Ωm(1 + z′ )3 + ΩΛ (1 + z′ )3(1+w0+wa)e−3 waz′ 
1 + z′ 

Flat FLRW metric:

Waveforms

9

Credit: Carl Rodriguez 

• If spins are not aligned wrt orbital angular momentum:
orbital precession around total momentum

• Signal = superposition of orbital harmonics, 
dominant is 2 x orb. freq. 

[Babak et al. 2016; Cotesta et al. 2018, 2020, Ossokine et al. 2020]

[Khan et al. 2020]
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• Maximal merger frequency (assumed at ISCO) 

Contents 9

Fig. 1 GW waveforms from the Effective one body analytical model (left) and numerical relativity
simulations (right) for binary. The different lines in the left panel indicates the three phases of the
waveform. Figure from [? ].

assuming z ⌧ 1). The reader is referred to e.g. [? ? ? ] for an in-depth presentation.
For a standard siren of total mass M = m1+m2, simple dimensional arguments give
a characteristic frequency f ⇠ c

3/GM. In fact, the frequency of the emitted GW
increases with time during the inspiral (figure 1) and, assuming the merger occurs at
the innermost stable circular orbit (ISCO), the corresponding merger frequency is

fmerger =
1

63/2p

✓
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GM

◆
. (16)

A typical BNS with m1,2 ⇠ 1.4M� has fmerger ⇠ 1.5 kHz, which falls in the upper
part of the LIGO-Virgo frequency band. For supermassive BBH with M ⇠ 106

M�,
fmerger ⇠ 10�3Hz which falls in the LISA band.

If GWs from an inspiraling binary system enter the frequency band of a detector
at observed frequency flow, the observation time (or time to merger) is given by

T ⇠ 10�3
f
�8/3
low
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GM

◆5/3

. (17)

where

M =
(m1m2)3/5

(m1 +m2)1/5 (18)

is the source-frame chirp mass. As expected, the heavier the binary, the smaller the
observation time. For a BNS entering the LIGO-Virgo detector window at observed
frequency f ⇠ 20 Hz, the observation time is T ⇠ 4 min. A BBH with M ⇠ 30M�
would be observed for T ⇠ 0.01 s.

Finally, at a distance dL from the source, the amplitude of the GW emitted with
frequency f is

h ⇠ 4c

dL

✓
GM

c3

◆5/3
(p f )2/3. (19)

• BNS, 
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• stellar mass BHs, 
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fmerger ⇠ 60Hz

Figure 1. The strain sensitivities of advanced and 3G GW detectors. For ET we use the ET-D
sensitivity curve.

Next, for each BNS generated by this procedure, we determine if its resultant GW
emission is detectable with a given GW detector network. We consider three cases: (1) a
2G network composed by advanced LIGO-Hanford+advanced LIGO-Livingston+advanced
Virgo+Kagra+LIGO India (HLVKI). (2) A single 3G detector, chosen according to current
estimates for the sensitivity of the Einstein Telescope. (3) A three-detector network made by
ET and two CE. The sensitivity curves that we use are shown in Fig. 1.5 The signal-to-noise
ratio (SNR), ⇢a, detected by matched filtering with an optimum filter in the ideal case of
Gaussian noise, in a detector labeled a, is

⇢2a = 4

Z 1

0
df

|F+,ah̃+ + F⇥,ah̃⇥|2
Sn,a

, (2.6)

where f is the GW frequency in the observer frame, h̃+ and h̃⇥ the Fourier transforms of
the GW strain amplitudes of + and ⇥ polarizations, F+,a and F⇥,a are the antenna response
functions to the GW + and ⇥ polarizations, and Sn,a(f) is the one-sided noise power spectral
density (PSD) of detector a. The coherent SNR, assuming uncorrelated noises among the
detectors, is simply given by the quadrature sum of the individual SNRs, ⇢2tot =

P
a ⇢

2
a. The

triangular configuration of ET provides three independent di↵erential signals between the
arms, equivalent to three detectors, and again the coherent SNR is given by the quadrature
sum of the individual SNRs for these three equivalent detectors.

For low-mass systems such as BNS the SNR in one detector is dominated by the inspiral
part of the signal and is then given

⇢2a =
5

6

[GM(1 + z)]5/3F2
a

c3⇡4/3d2L(z)

Z finsp(z)

fmin

df
f�7/3

Sn,a(f)
. (2.7)

5The ET and CE sensitivity curves, as well as the assumed locations of ET (in Europe) and two CE (in
the US) correspond to the choices currently used to develop the Science Case for 3G detectors.
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• Supermassive BBHs, 
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– nHz frequencies (PTA) do not correspond to of SMBHB coalescence, 
but emitted by binaries with masses ,on broad orbit (period ~ year(s))107 − 1010M⊙

– no known astrophysical objects small and dense enough to emit at frequencies >10kHz 

 Any discovery of GWs these frequencies either exotic astrophysical objects  
 (PBH or boson stars) or cosmological events in the early Universe 

[Aggarwal et al, 2011.12414] 
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Fig. 1 GW waveforms from the Effective one body analytical model (left) and numerical relativity
simulations (right) for binary. The different lines in the left panel indicates the three phases of the
waveform. Figure from [? ].

assuming z ⌧ 1). The reader is referred to e.g. [? ? ? ] for an in-depth presentation.
For a standard siren of total mass M = m1+m2, simple dimensional arguments give
a characteristic frequency f ⇠ c

3/GM. In fact, the frequency of the emitted GW
increases with time during the inspiral (figure 1) and, assuming the merger occurs at
the innermost stable circular orbit (ISCO), the corresponding merger frequency is

fmerger =
1

63/2p
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. (16)

A typical BNS with m1,2 ⇠ 1.4M� has fmerger ⇠ 1.5 kHz, which falls in the upper
part of the LIGO-Virgo frequency band. For supermassive BBH with M ⇠ 106

M�,
fmerger ⇠ 10�3Hz which falls in the LISA band.

If GWs from an inspiraling binary system enter the frequency band of a detector
at observed frequency flow, the observation time (or time to merger) is given by

T ⇠ 10�3
f
�8/3
low
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where

M =
(m1m2)3/5

(m1 +m2)1/5 (18)

is the source-frame chirp mass. As expected, the heavier the binary, the smaller the
observation time. For a BNS entering the LIGO-Virgo detector window at observed
frequency f ⇠ 20 Hz, the observation time is T ⇠ 4 min. A BBH with M ⇠ 30M�
would be observed for T ⇠ 0.01 s.

Finally, at a distance dL from the source, the amplitude of the GW emitted with
frequency f is

h ⇠ 4c

dL
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(p f )2/3. (19)
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mdet
1,2 (z) = (1 + z)m1,2

chirp mass

Cosmological setting
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dL(z) =
c(1 + z)

H0

Z z

0

dz0
⇥
⌦m(1 + z0)3 + ⌦⇤(1 + z0)3(1+w(z0))

⇤1/2

Hubble diagram

Figure 3: The dimensionless luminosity distance DL/DH. The three curves are for the three
world models, (ΩM, ΩΛ) = (1, 0), solid; (0.05, 0), dotted; and (0.2, 0.8), dashed.
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• Redshift 

• Luminosity distance 

• Hubble parameter
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where νo and λo are the observed frequency and wavelength, and νe and λe are the emitted.
In special relativity, redshift is related to radial velocity v by

1 + z =

√

√

√

√

1 + v/c

1 − v/c
(9)

where c is the speed of light. In general relativity, (9) is true in one particular coordinate
system, but not any of the traditionally used coordinate systems. Many feel (partly for this
reason) that it is wrong to view relativistic redshifts as being due to radial velocities at all
(eg, Harrison, 1993). I do not agree. On the other hand, redshift is directly observable and
radial velocity is not; these notes concentrate on observables.

The difference between an object’s measured redshift zobs and its cosmological redshift
zcos is due to its (radial) peculiar velocity vpec; ie, we define the cosmological redshift as that
part of the redshift due solely to the expansion of the Universe, or Hubble flow. The peculiar
velocity is related to the redshift difference by

vpec = c
(zobs − zcos)

(1 + z)
(10)

where I have assumed vpec " c. This can be derived from (9) by taking the derivative
and using the special relativity formula for addition of velocities. From here on, we assume
z = zcos.

For small v/c, or small distance d, in the expanding Universe, the velocity is linearly
proportional to the distance (and all the distance measures, eg, angular diameter distance,
luminosity distance, etc, converge)

z ≈
v

c
=

d

DH
(11)

where DH is the Hubble distance defined in (4). But this is only true for small redshifts! It
is important to note that many galaxy redshift surveys, when presenting redshifts as radial
velocities, always use the non-relativistic approximation v = c z, even when it may not be
physically appropriate (eg, Fairall 1992).

In terms of cosmography, the cosmological redshift is directly related to the scale factor
a(t), or the “size” of the Universe. For an object at redshift z

1 + z =
a(to)

a(te)
(12)

where a(to) is the size of the Universe at the time the light from the object is observed, and
a(te) is the size at the time it was emitted.

Redshift is almost always determined with respect to us (or the frame centered on us
but stationary with respect to the microwave background), but it is possible to define the
redshift z12 between objects 1 and 2, both of which are cosmologically redshifted relative to
us: the redshift z12 of an object at redshift z2 relative to a hypothetical observer at redshift
z1 < z2 is given by

1 + z12 =
a(t1)

a(t2)
=

1 + z2

1 + z1
(13)

3

H(z) = H0

�
�M(1 + z)3 + �k(1 + z)2 + ��(1 + z)3(1+w0+wa)e�3waz/(1+z)

DL = c(1 + z)

z�

0

dz�

H(z�)

Hogg, arXiv:astro-ph/9905116 (2000)

Varying 
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• But for point sources, perfect degeneracy between source 
masses, redshift, spins.  Some extra non gravitational information 
necessary to determine z.
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• Phase: 

• Amplitude: 
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For a given an SNR, r , the error on the chirp mass is generally much smaller than the
error on the amplitude — and hence much smaller than the error on the luminosity
distance dL. (We refer the reader to [29, 32, 33] for a more in depth discussion,
including how these errors depend on the position of the source in the sky, on the
detector network, also on the degeneracies with cos i , and finally on how to go a
non-Gaussian generalisation of the Fisher matrix approach.) It will be useful for
later purposes to note that a network of a = 1, . . . ,Ndet detectors, as in LIGO-Virgo,
each with a different PSD Sn,a( f ), one often assumes that the network SNR is given
by the quadrature summation of the individual interferometers r2

network = ÂNdet
a=1 ra,

where in detector a, the SNR is ra = (ha|ha)1/2.
The high accuracy on the chirp mass is due to the large number of cycles in the

detected proportion of the gravitational waveform. Indeed, using Eq. (17), the error
on Mz scales as the inverse of the observation time of the event in the detector: light
binaries are observed for longer and hence the corresponding error on Mz is smaller.
This behaviour is generic and is also seen when doing a full Bayesian analysis:
the right-hand panel of Fig. 3 shows the 90% confidence levels for the posterior
distribution for (Mz,dL) for the 10 BBH events in the GWTC-1 catalogue of LIGO-
Virgo [34]. The errors on Mz increase with chirp mass, and relative to the error
on the luminosity distance only start becoming important for more distant events.
Furthermore, the correlation between the chirp mass and the luminosity distance is
negligible for low redshift events

Fig. 3 Left panel: 90% confidence level intervals for luminosity distance and i (indicated as q jn)
for the 10 BBH events in [34]. Right panel: 90% confidence level intervals for luminosity distance
and chirp mass for the 10 BBH events in [34].

dL, ℳz, ι, . . .

The GW signal from binary mergers 
depends on:

• Intrinsic parameters: phase evolution 
of the signal (spins, masses, merger 
time)

• Extrinsic parameters: geometrical or 
scale factors (sky-position, luminosity 
distance, inclination w.r.t the line of 
sight and merger phase)

Likelihood 

GWs: new type of standard siren for cosmology

S. Mastrogiovanni   Geneve U seminar 3
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Fisher matrix analysis

Crux of doing late-time cosmology with  
GWs is to determine redshift of the sources. 



2/ late time cosmology  constraints with LVK; future(H0, Ωm)

As yet, cannot say anything on the ~4-sigma tension between measurements that calculate the sound horizon at 
decoupling (+assumption of  Lambda CDM) and those that do not.  

H0 with GWs:



4th observing run, 24th may 2023.  

• Virgo not started:  
 excess noise at low frequency 
– hypothesis due to thermal noise  
  on one mirror, which has been  
  replaced but noise still there. 
– hope to rejoin in autumn.

.
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compact binary coalensences

LVK: Abbott+ arXiv:2111.03606

• During O1 (~4 months): 
 ◦    3 confident BBHs 

• During O2 (~8 months):
◦  7 confident BBHs (of which GW170814 in  

                             DES catalogue)
◦  1 confident BNS+EM counterpart (GW170817) 

• During O3 (~12 months):
◦ 1 consistent with BNS masses (GW190425)
◦ 4 events compatible with NSBH masses
◦ 2 events compatible with BNS masses
◦ ~80 confident BBHs.
◦ Tentative EM counterpart from GW190521 

Figure 1: Mass intervals defining the four classes of CBC systems: BNS, NSBH, BBH
and MassGap; the upper diagonal region m1 < m2 is lightly shaded in order to in-
dicate that the definitions are symmetric in m1 and m2. Figure taken from from

https://emfollow.docs.ligo.org/userguide/.

3 GW candidates during O3a

During O3a 41 GW alerts have been issued, 8 of which have been retracted
(see https://gracedb.ligo.org/latest/); the cumulative number of non-retracted
O3a GW candidates and of GW signals detected during O1 and O2 is shown
in Fig. 2.

Figure 2: Cumulative number of GW events detected during O1 (pink box) and O2 (green
box) and of non-retracted GW candidates observed during O3a (violet box), as a function of

the observing time. Credit: LIGO-Virgo collaboration.



Method 1= Bright siren method, requires EM counterparts.   
 
  Potentially most accurate for cosmological parameters. 
    • LVK: only one seen so far, GW170817 
    • ET:  how many are expected? 
    • LISA.  BBH mergers may be accompanied by an electromagnetic counterpart  
      (generated by gas accreting on the binary or on the remnant BH).  
       Expected rate: ~2-20 per year! [A.Mangiagli et al 2207.16078]

– Method 3 = Dark siren method uses information from galaxy catalogues. 
  
     But often these may not be complete,  and will definitely not be at larger z. 

LVK applied 3 methods to determine z

Michele Mancarella, 28/01/2021 - GdR GWs, Cosmology

STATISTICAL METHODS FOR DARK SIRENS

 Basic idea:

 Full bayesian formulation:

hA / 1/dGW
L (z;H0,⌅0)

 GWs from compact binaries are standard sirens 

 In absence of counterpart, take redshifts 
   from all galaxies within localization region

 Compute Ξ0 for all of them

 Doing so for many events you get a distribution
   peaked at the true value.

 GW likelihood : LVC skymaps (direction-dependent gaussian approx.)

 Use a galaxy catalogue prior on redshift and position;  marginalize

 Correct for selection bias

p(⌅0|DGW) / ⇡(⌅0)

�(⌅0)Nobs

NobsY

i=1

Z
dzd⌦ p(Di

GW|dL(z;⌅0), ⌦̂) p0(z, ⌦̂)

Schutz 1986

Del Pozzo ’11, Chen et al ’18, Gray et al. `19, ...

Thursday 28 January 21

The approach of the galaxy catalog method in the context of Bayesian statistics was
developed in [189, 262], and [384] studied well-localized BBH mergers (focusing on GW
events with one galaxy in the sky localization area). A realistic mock data challenge in
the context of BNS observed by ground-based detectors was carried out in [262]. We
discuss measurements of the cosmological parameters with galaxy catalog information
on real data below. Space-based GW detectors also potentially constrain cosmological
parameters with this method: LISA observations of super massive black holes (SMBHs)
and their EM counterparts (either direct or from galaxy catalogs) have been studied
by [280, 342, 414], and more recently in [475, 124, 118, 73, 155, 465, 526, 353].

In the context of the catalog approach, the likelihood of observing the GW data
d is given by21 [262]

p(d|H0) = p(d|H0, G)p(G|H0) + p(d|H0, Ḡ)p(Ḡ|H0) , (3.39)

where G (Ḡ) denotes the hypothesis that the host of the GW signal is in the galaxy
catalog (or not). Eq. (3.39) falls into two terms, the in-catalog term and the out-
of-catalog term (first and second term, respectively). The in-catalog term takes
advantage of the galaxy catalog information: this contribution increases when it is
probable that the catalog includes the GW’s host galaxy. The out-of-catalog term
applies to signals outside the current reach of galaxy catalogs. This approach currently
assumes sources scattered uniformly in comoving volume. These two contributions
are weighted with the probability that the host is contained in the catalog p(G|H0).
It increases with the deepness of the survey, and we have p(Ḡ|H0) = 1 � p(G|H0).
The above formula is an interpolation between the two limits of a complete catalog
(containing all GW host galaxies) and an empty catalog (containing none).

The completeness of the catalog can be assessed by introducing explicit integrals
over the apparent magnitude m, the absolute magnitude M , the redshift z, and the
sky position ⌦22

p(G|H0) =

Z
dM dm dz d⌦ p(G|H0,m,M, z,⌦) p(m,M, z,⌦|H0) .

The introduction of the integral over the apparent magnitude is necessary since the
inclusion of a galaxy in the catalog depends on a magnitude threshold.23 The term
p(G|H0,m,M, z,⌦) is then a Heaviside-Theta function in the apparent magnitude,
translating in a bounded integral (in m). Finally, the expression p(m,M, z,⌦|H0)
models the distribution of absolute luminosities – usually they are modeled as a
Schechter function [449]. It also relates apparent and absolute magnitude with
eq. (3.2). For the typical completeness of a catalog in current use, see Fig. 3 of [18].

An implementation of this method is presented in the gwcosmo package [262], and
consult [263] for an improved version accounting for the non-isotropic selection effect
in the sky, the so-called pixelated approach. Recently, [?] KL:put rachel’s paper once
appeared on arXivdeveloped an extended analysis that jointly tests for deviations of
the GW luminosity distance, the mass model, the rate evolution of sources, and the
Hubble constant.

21Throughout this section, we assume all cosmological parameters are fixed and focus solely on
the measurement of the Hubble constant.

22Some of these variables are not independent, and a corresponding Dirac-delta is introduced later
to enforce them.

23This limit depends on the sky position, because the milky way band and other local matter
density obstruct observations.
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Likelihood observing GW data d, given H0

Probability that GW source 
host is in Galaxy catalogue

If its not in the Galaxy 
catalogue, then its outside.

– Method 2 = Spectral siren method works without counterparts, 
     so will work also for LISA etc.  But requires knowledge of underlying astrophysical  
     properties of sources  (mass distribution)



• BNS detected by LIGO and Virgo.  
      source distance ~ 40 Mpc  

[LVK+, ApJL, 848 (2017)]. 
 
 

Bright sirens: Cosmology with GW170817

• Short Gamma-ray burst and Kilonova allowed  
the identification of the source host galaxy NGC4993.    

[1710.05835]

3

The measurement of the GW polarization is cru-
cial for inferring the binary inclination. This in-
clination, ◆, is defined as the angle between the
line of sight vector from the source to the detec-
tor and the orbital angular momentum vector of
the binary system. For electromagnetic (EM) phe-
nomena it is typically not possible to tell whether a
system is orbiting clockwise or counter-clockwise
(or, equivalently, face-on or face-off), and sources
are therefore usually characterized by a viewing
angle: min (◆, 180� � ◆). By contrast, GW mea-
surements can identify the sense of the rotation,
and thus ◆ ranges from 0 (counter-clockwise) to
180 deg (clockwise). Previous GW detections by
LIGO had large uncertainties in luminosity dis-
tance and inclination (Abbott et al. 2016a) because
the two LIGO detectors that were involved are
nearly co-aligned, preventing a precise polariza-
tion measurement. In the present case, thanks to
Virgo as an additional detector, the cosine of the
inclination can be constrained at 68.3% (1�) con-
fidence to the range [�1.00,�0.81] corresponding
to inclination angles between [144, 180] deg. This
implies that the plane of the binary orbit is almost,
but not quite, perpendicular to our line of sight
to the source (◆ ⇡ 180 deg), which is consistent
with the observation of a coincident GRB (LVC,
GBM, & INTEGRAL 2017 in prep.; Goldstein et
al. 2017, ApJL, submitted; Savchenko et al. 2017,
ApJL, submitted). We report inferences on cos ◆
because our prior for it is flat, so the posterior is
proportional to the marginal likelihood for it from
the GW observations.

EM follow-up of the GW sky localization re-
gion (Abbott et al. 2017c) discovered an opti-
cal transient (Coulter et al. 2017; Soares-Santos
et al. 2017; Valenti et al. 2017; Arcavi et al. 2017;
Tanvir et al. 2017; Lipunov et al. 2017) in close
proximity to the galaxy NGC 4993. The location
of the transient was previously observed by the
Distance Less Than 40 Mpc (DLT40) survey on
2017 July 27.99 UT and no sources were found
(Valenti et al. 2017). We estimate the probability

Figure 1. GW170817 measurement of H0. Marginal-
ized posterior density for H0 (blue curve). Constraints
at 1- and 2� from Planck (Planck Collaboration et al.
2016) and SHoES (Riess et al. 2016) are shown in
green and orange. The maximum a posteriori value
and minimal 68.3% credible interval from this PDF is
H0 = 70.0+12.0

�8.0 km s�1Mpc�1. The 68.3% (1�) and
95.4% (2�) minimal credible intervals are indicated by
dashed and dotted lines.

of a random chance association between the opti-
cal counterpart and NGC 4993 to be 0.004% (see
the Methods section for details). In what follows
we assume that the optical counterpart is associ-
ated with GW170817, and that this source resides
in NGC 4993.

To compute H0 we need to estimate the back-
ground Hubble flow velocity at the position of
NGC 4993. In the traditional electromagnetic cal-
ibration of the cosmic “distance ladder” (Freed-
man et al. 2001), this step is commonly carried
out using secondary distance indicator informa-
tion, such as the Tully-Fisher relation (Sakai et al.
2000), which allows one to infer the background
Hubble flow velocity in the local Universe scaled
back from more distant secondary indicators cal-
ibrated in quiet Hubble flow. We do not adopt
this approach here, however, in order to preserve
more fully the independence of our results from
the electromagnetic distance ladder. Instead we
estimate the Hubble flow velocity at the position
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The measurement of the GW polarization is cru-
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of a random chance association between the opti-
cal counterpart and NGC 4993 to be 0.004% (see
the Methods section for details). In what follows
we assume that the optical counterpart is associ-
ated with GW170817, and that this source resides
in NGC 4993.

To compute H0 we need to estimate the back-
ground Hubble flow velocity at the position of
NGC 4993. In the traditional electromagnetic cal-
ibration of the cosmic “distance ladder” (Freed-
man et al. 2001), this step is commonly carried
out using secondary distance indicator informa-
tion, such as the Tully-Fisher relation (Sakai et al.
2000), which allows one to infer the background
Hubble flow velocity in the local Universe scaled
back from more distant secondary indicators cal-
ibrated in quiet Hubble flow. We do not adopt
this approach here, however, in order to preserve
more fully the independence of our results from
the electromagnetic distance ladder. Instead we
estimate the Hubble flow velocity at the position
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Figure 2. Inference on H0 and inclination. Pos-
terior density of H0 and cos ◆ from the joint GW-EM
analysis (blue contours). Shading levels are drawn at
every 5% credible level, with the 68.3% (1�, solid) and
95.4% (2�, dashed) contours in black. Values of H0 and
1- and 2� error bands are also displayed from Planck
(Planck Collaboration et al. 2016) and SHoES (Riess
et al. 2016). As noted in the text, inclination angles
near 180 deg (cos ◆ = �1) indicate that the orbital an-
gular momentum is anti-parallel with the direction from
the source to the detector.

of NGC 4993 by correcting for local peculiar mo-
tions.

NGC 4993 is part of a collection of galaxies,
ESO-508, whose center-of-mass recession veloc-
ity relative to the frame of the CMB (Hinshaw et al.
2009) is (Crook et al. 2007) 3327± 72 km s�1. We
correct the group velocity by 310 km s�1 due to
the coherent bulk flow (Springob et al. 2014; Car-
rick et al. 2015) towards The Great Attractor (see
Methods section for details). The standard error on
our estimate of the peculiar velocity is 69 km s�1,
but recognizing that this value may be sensitive
to details of the bulk flow motion that have been
imperfectly modelled, in our subsequent analysis
we adopt a more conservative estimate (Carrick
et al. 2015) of 150km s�1 for the uncertainty on
the peculiar velocity at the location of NGC 4993,
and fold this into our estimate of the uncertainty
on vH . From this, we obtain a Hubble velocity
vH = 3017± 166 km s�1.

Once the distance and Hubble velocity distribu-
tions have been determined from the GW and EM
data, respectively, we can constrain the value of
the Hubble constant. The measurement of the dis-
tance is strongly correlated with the measurement
of the inclination of the orbital plane of the bi-
nary. The analysis of the GW data also depends on
other parameters describing the source, such as the
masses of the components (Abbott et al. 2016a).
Here we treat the uncertainty in these other vari-
ables by marginalizing over the posterior distribu-
tion on system parameters (Abbott et al. 2017a),
with the exception of the position of the system on
the sky which is taken to be fixed at the location of
the optical counterpart.

We carry out a Bayesian analysis to infer
a posterior distribution on H0 and inclination,
marginalized over uncertainties in the recessional
and peculiar velocities; see the Methods sec-
tion for details. Figure 1 shows the marginal
posterior for H0. The maximum a posteri-
ori value with the minimal 68.3% credible in-
terval is H0 = 70.0+12.0

�8.0 km s�1 Mpc�1. Our
estimate agrees well with state-of-the-art de-
terminations of this quantity, including CMB
measurements from Planck (Planck Collabora-
tion et al. 2016) (67.74 ± 0.46 km s�1 Mpc�1,
“TT,TE,EE+lowP+lensing+ext”) and Type Ia su-
pernova measurements from SHoES (Riess et al.
2016) (73.24 ± 1.74 km s�1 Mpc�1), as well as
baryon acoustic oscillations measurements from
SDSS (Aubourg et al. 2015), strong lensing mea-
surements from H0LiCOW (Bonvin et al. 2017),
high-l CMB measurements from SPT (Henning
et al. 2017), and Cepheid measurements from the
HST key project (Freedman et al. 2001). Our mea-
surement is a new and independent determination
of this quantity. The close agreement indicates
that, although each method may be affected by dif-
ferent systematic uncertainties, we see no evidence
at present for a systematic difference between GW
and established EM-based estimates. As has been
much remarked upon, the Planck and SHoES re-
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The Hubble constant H0 measures the mean ex-
pansion rate of the Universe. At nearby distances
(d . 50Mpc) it is well approximated by the ex-
pression

vH = H0d, (1)

where vH is the local “Hubble flow” velocity of a
source, and d is the distance to the source. At such
distances all cosmological distance measures (such
as luminosity distance and comoving distance) dif-
fer at the order of vH/c where c is the speed of
light. As vH/c ⇠ 1% for GW170817 we do not
distinguish between them. We are similarly insen-
sitive to the values of other cosmological parame-
ters, such as ⌦m and ⌦⇤.

To obtain the Hubble flow velocity at the posi-
tion of GW170817, we use the optical identifica-
tion of the host galaxy NGC 4993 (Abbott et al.
2017c). This identification is based solely on the
2-dimensional projected offset and is independent
of any assumed value of H0. The position and red-
shift of this galaxy allow us to estimate the appro-
priate value of the Hubble flow velocity. Because
the source is relatively nearby the random relative
motions of galaxies, known as peculiar velocities,
need to be taken into account. The peculiar veloc-
ity is ⇠ 10% of the measured recessional velocity
(see Methods).

The original standard siren proposal (Schutz
1986) did not rely on the unique identification of
a host galaxy. By combining information from
⇠ 100 independent GW detections, each with a set
of potential host galaxies, a ⇠ 5% estimate of H0

can be obtained even without the detection of any
transient optical counterparts (Del Pozzo 2012).
This is particularly relevant, as gravitational-wave
networks will detect many binary black hole merg-
ers over the coming years (Abbott et al. 2016a),
and these are not expected to be accompanied by
electromagnetic counterparts. Alternatively, if an
EM counterpart has been identified but the host
galaxy is unknown, the same statistical method
can be applied but using only those galaxies in

a narrow beam around the location of the opti-
cal counterpart. However, such statistical analyses
are sensitive to a number of complicating effects,
including the incompleteness of current galaxy cat-
alogs or the need for dedicated follow-up surveys,
as well as a range of selection effects (Messen-
ger & Veitch 2013). In what follows we exploit
the identification of NGC 4993 as the host galaxy
of GW170817 to perform a standard siren mea-
surement of the Hubble constant (Holz & Hughes
2005; Dalal et al. 2006; Nissanke et al. 2010,
2013).

Analysis of the GW data associated with GW170817
produces estimates for the parameters of the
source, under the assumption that general rela-
tivity is the correct model of gravity (Abbott et al.
2017a). We are most interested in the joint pos-
terior distribution on the luminosity distance and
binary orbital inclination angle. For the analysis in
this paper we fix the location of the GW source on
the sky to the identified location of the counterpart
(Coulter et al. 2017). See the Methods section for
details.

An analysis of the GW data alone finds that
GW170817 occurred at a distance d = 43.8+2.9

�6.9 Mpc
(all values are quoted as the maximum posterior
value with the minimal width 68.3% credible inter-
val). We note that the distance quoted here differs
from that in other studies (Abbott et al. 2017a),
since here we assume that the optical counter-
part represents the true sky location of the GW
source instead of marginalizing over a range of
potential sky locations. The ⇠ 15% uncertainty
is due to a combination of statistical measurement
error from the noise in the detectors, instrumen-
tal calibration uncertainties (Abbott et al. 2017a),
and a geometrical factor dependent upon the cor-
relation of distance with inclination angle. The
GW measurement is consistent with the distance
to NGC 4993 measured using the Tully-Fisher re-
lation, dTF = 41.1 ± 5.8Mpc (Sakai et al. 2000;
Freedman et al. 2001).

~15% error2/ distance
 
3/ statistical measurement error from noise 
in detectors instrumentation calibration 
uncertainties

• radio band observations with VLBI  
 ==> estimate of inclination  
15 < ι (dL /41Mpc) < 25

• Gaussian approx for both distance and Hubble constant posteriors are clearly oversimplification.  
 Any analytical approach must go beyond the Gaussian (Fisher information matrix) approximation.  
 
• must deal with the main cause of the large uncertainty, namely degeneracy between D and i
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Ini	al intui	ons

● Uncertainty largely due to degeneracy distance/ inclina�on

● Two polariza�ons may help to resolve the degeneracy

Ex: GW170817 with signi2cant SNR in LIGO HL and Virgo

● Any sky loca�on where distance uncertainty is smaller?

“Golden spots” for H0 measurement?

Abbo8 et al.  Phys. Rev. X 9, 011001 2019

• and must be sufficiently flexible to calculate the distance posterior, for any network configuration

i=inclination = angle between 1) line  of sight vector from 
source to detector; and  2) orbital angular momentum of  
the binary

For GW170817, the posterior probability density  
for the luminosity distance  

B.P.Abbot + Nature 551, 85–88 (02 November 2017)Public GW170817 PE samples on GWOSC

Gaussian approximation for the distance 
posterior is an oversimplification

SNR of ~33

We would like to have a tool: 

Beyond the gaussian approximation

Analytic (for a fast evaluation)

Which efficiently encodes degeneracies in the parameter space

Introduction

Simone Mastrogiovanni  GR22/Amaldi13 2019 3

Prediction of estimate accuracy can be obtained by Fisher information matrix (gaussian 
approximation). 
Is this reliable for distance estimations from GW data?

Gaussian approximation for the Hubble 
constant posterior is an oversimplification

[Hotokezaka, 2019]

But only one
such event so far…
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• Pity as errors scale as

Phys.Rev.D 101 (2020) 12,  
122001

 • H0 accurate to ~3% with 
30 events with counterparts



Spectral Sirens: Knowledge of source frame mass distribution.

• Since

knowledge of source mass (for a population or  
individual source),  together with given observed  
mass can infer z-distribution.

Again, H0 error scales as                   
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Figure 1. Graphical representations of the various mass distributions described in Section 3.1. Multi Spin, a model of both
mass and spin, is similar to the mass distribution of Power Law + Peak, with a sharp lower mass cutoff rather than the
smooth low mass turn-on.

two components: an isotropic component designed
to model dynamically assembled binaries, and a
second component in which the spins are preferen-
tially aligned with the orbital angular momentum,
as expected for isolated field binaries.4 For this lat-
ter component, the spin tilt angles are distributed
as a truncated Gaussian peaking when the black
hole spin is aligned to the orbital angular momen-
tum. We use this model in concert with the mass
models described above.

• Gaussian (5 parameters; Appendix D.2). While
the Default spin model is physically inspired, this
model, based on that of Miller et al. (2020), al-
lows us to fit the distribution of phenomenological
spin parameters �e↵ (“the effective inspiral spin
parameter,” Eq. 5) and �p (“the precession spin pa-
rameter,” Eq. 6), assuming that their distribution
is jointly described as a bivariate Gaussian. The
ensemble properties of �e↵ and �p allow us to con-
clude that the BBHs in GWTC-2 exhibit general
relativistic spin-induced precession of the orbital
plane (�p > 0), and that some systems have compo-
nent spins misaligned by more than 90� (�e↵ < 0)
relative to their orbital angular momentum.

• Multi Spin (12 spin parameters, 10 mass pa-
rameters; Appendix D.3). This model allows for
multiple subpopulations of BBH systems with dis-
tinct mass and spin distributions. Specifically, this
model assumes a Truncated power-law mass dis-
tribution with the additional presence of a 2-D

4
Throughout the paper, spin tilt is measured at a reference

frequency of 20Hz for all events except GW190521, for which

the spin tilt is measured at 11Hz (see discussion in Abbott et al.

2020d). We verified that for GW190521, the difference between

the spin measurements at 20Hz and 11Hz are smaller than the

systematic uncertainty between the waveform models.

Gaussian subpopulation in m1 and m2, truncated
such that m1 � m2. While similar to the Power
Law + Peak mass model, there is no smooth turn
on and the mass ratio distribution is allowed to
differ between each subpopulation. Most impor-
tantly, the two subpopulations have independently
parameterized Default spin distributions. We use
this model to test whether the BBH spin distri-
bution varies as a function of mass as expected if
higher-mass systems are the products of hierarchi-
cal mergers.

3.3. Redshift evolution

• Non-Evolving (0 parameters). Our default
model posits that the merger rate is uniform in
comoving volume.

• Power-law Evolution (1 parameter; Ap-
pendix E). Following Fishbach et al. (2018), the
merger rate density is described by a power-law in
(1 + z) where z is redshift. Given the finite range
of Advanced LIGO and Virgo to BBH mergers, we
only expect to constrain the redshift evolution at
redshifts z . 1 (Abbott et al. 2013). The farthest
event in our analysis is likely GW190706_222641,
at redshift z = 0.79+0.31

�0.28.

4. METHOD

We adopt a hierarchical Bayesian approach, marginal-
izing over the properties of individual events to measure
parameters of the population models described above;
see, e.g., (Thrane & Talbot 2019; Mandel et al. 2019; Vi-
tale 2020). Given data {di} from Ndet gravitational-wave
detections, the likelihood of the data given population
parameters ⇤ is (Loredo 2004; Mandel et al. 2019; Thrane
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Figure 1. Graphical representations of the various mass distributions described in Section 3.1. Multi Spin, a model of both
mass and spin, is similar to the mass distribution of Power Law + Peak, with a sharp lower mass cutoff rather than the
smooth low mass turn-on.
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neutron stars

maximum mass
allowed by nuclear  
physics

Stellar-mass BH Intermediate mass BHs

Minimum mass?

[Taylor, Gair et al, 2012]  
for BNS: 100 obs -> H0 to 20% 
+ mean and variance of mass  
distribution

Pair instability supernovae process

Pulsational pair instability supernovae 
process (PISN):

Validity of method, effect for 
e.g. of fixing the underlying 
mass model with incorrect 
parameters  
[Mastrogiovanni et al 
2103.14663]



The only EM information is the 
counterpart of GW170817 

Applied to GWTC3 :  
H0 posterior of the 3 mass models combined with GW170817 posterior

.

O3 H0 from source population
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LVK: arXiv:2111.03604 

●  Several mass models include various scales to 
describe stellar processes [LVK+ 2021 ApJL 913 
L7].  
 

●  As a consequence, the masses of GW 
observations are redshifted by the expansion of 
the Universe [Ye+ PRD 104 2021]. 

Peak of SFR? 

Simone	Mastrogiovanni	-	Vulcano	Workshop	2022	-	Sept	26th	Elba	Island	

GW	cosmology	aNer	GWTC-3:	Spectral	sirens	
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Mass model log10 B
Truncated 0.2

Power Law + Peak �0.3

Broken Power Law �0.4

Table 2. Logarithm of the Bayes factor comparing runs that
adopt the same source mass model but di↵erent cosmolo-
gies: wide priors (for a general w0CDM cosmology) versus
restricted priors (in the H0 tension region).

ors on the w0CDM cosmological parameters. Consis-
tent with Abbott et al. (2021c,d), we find that, even
if we allow the cosmological parameters to vary with
wide priors, the Truncated model is still strongly dis-
favored with respect to the Power Law + Peak and
Broken Power Law models, by a factor ⇠ 100. This
result is consistent with the fact that, as indicated in
Fig. 1, the source mass distribution contains more struc-
ture than a simple Truncated model. As motivated in
Abbott et al. (2021c), this comparatively poor fit for
the Truncated model is due to the inability of this
model to capture a moderate fraction of detected events
with high masses, while predicting a large fraction of de-
tected events with lower masses. Using the reduced set
of signals with SNR > 11, we do not find any compelling
evidence to prefer the Power Law + Peak model over
the Broken Power Law model.

Mass model log10 B
Truncated �1.9

Power Law + Peak 0.0

Broken Power Law �0.5

Table 3. Logarithm of the Bayes factor between the dif-
ferent mass models and the Power Law + Peak model
preferred by the data, for the case of a w0CDM cosmology
with wide priors.

The marginal posterior distributions that we obtain
for the cosmological parameters H0, ⌦m and w0 are
shown in Fig. 4 for each phenomenological mass model.
As anticipated by our Bayes factor results, we find that
with the current BBH GW events we cannot constrain
the values of these three cosmological parameters, as we
obtain broad and uninformative posteriors.
With the Power Law + Peak we estimate H0 =

50+37
�30 km s�1 Mpc�1, while for the Broken Power

Law model we estimate H0 = 44+52
�24 km s�1 Mpc�1.

These constraints on H0, as we will see later, arise from
the ability of these models to fit an excess of BBHs with
masses around 35M� which sets a scale for the redshift
distribution of BBHs.

Figure 4. Top panel : Marginal posterior distribution for
H0. Middle panel : Marginal posterior distribution for ⌦m.
Bottom panel : Marginal posterior distribution for w0. In
each panel the di↵erent lines indicate the 3 phenomenological
mass models. The solid orange line identifies the preferred
Power Law + Peak model. The pink shaded areas identify
the 68% CI of the cosmological parameters inferred from
measurements from the CMB (Ade et al. 2016) (apart for w0

that is reported at 95% CI) and the green shaded area in the
top panel shows the value of the Hubble constant measured
in the local Universe (Riess et al. 2019).

We discuss this e↵ect further using the Power Law
+ Peak model. Fig. 5 shows the joint posterior dis-
tribution between the cosmological parameters and the
parameters µg and mmax defined in Eq. (A11), which
govern the position of the BBH Gaussian excess and the
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How it works:  Given some GW event in some direction: 

Michele Mancarella, 28/01/2021 - GdR GWs, Cosmology

STATISTICAL METHODS FOR DARK SIRENS

 Basic idea:

 Full bayesian formulation:

hA / 1/dGW
L (z;H0,⌅0)

 GWs from compact binaries are standard sirens 

 In absence of counterpart, take redshifts 
   from all galaxies within localization region

 Compute Ξ0 for all of them

 Doing so for many events you get a distribution
   peaked at the true value.

 GW likelihood : LVC skymaps (direction-dependent gaussian approx.)

 Use a galaxy catalogue prior on redshift and position;  marginalize

 Correct for selection bias

p(⌅0|DGW) / ⇡(⌅0)

�(⌅0)Nobs

NobsY

i=1

Z
dzd⌦ p(Di

GW|dL(z;⌅0), ⌦̂) p0(z, ⌦̂)

Schutz 1986

Del Pozzo ’11, Chen et al ’18, Gray et al. `19, ...

Thursday 28 January 21

GW

[Schutz, Nature 1986],
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A di↵erent detection:

Di↵erent possible galaxies

for single detection
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Schutz idea

galaxy catalogues for redshift in absence of transient counterparts

Schutz (1986)

Another event

E cosi via… [Courtesy A.Ghosh]
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combine information from all
observed detections: 
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O3 H0 with galaxy catalogues
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GLADE+ galaxy catalog: Dálya+ (2021)

LVK: Abbott+ arXiv:2111.03604

H0 with galaxy catalogues using GWTC3

• Use Glade+ all sky galaxy catalogue 
• 22 million galaxies, 
• 20% completeness up to 800 Mpc.  
• photometric redshifts with relative errors

• Not many well localised GW events. Best is NS-BH GW190814 (which has no EM counterpart)

[Courtesy A.Ghosh]



Main result of the O3 LVK cosmology paper showing various H0 posteriors.

Fix the preferred mass model (powerlaw+Gaussian peak, and use the median  
values obtained in the spectral siren cosmological and population analysis) 
  
 

.
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GLADE+ galaxy catalog: Dálya+ (2021)

LVK: Abbott+ arXiv:2111.03604

LVK: arXiv:2111.03604 



Dark siren cosmology with binary black holes in the era of third-generation
gravitational wave detectors
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Third-generation (3G) gravitational wave detectors, in particular Einstein Telescope (ET) and
Cosmic Explorer (CE), will explore unprecedented cosmic volumes in search for compact binary
mergers, providing us with tens of thousands of detections per year. In this study, we simulate
and employ binary black holes detected by 3G interferometers as dark sirens, to extract and infer
cosmological parameters by cross-matching gravitational wave data with electromagnetic informa-
tion retrieved from a simulated galaxy catalog. Considering a standard ⇤CDM model, we apply a
suitable Bayesian framework to obtain joint posterior distributions for the Hubble constant H0 and
the matter energy density parameter ⌦m in di↵erent scenarios. Assuming a galaxy catalog complete
up to z = 1 and dark sirens detected with a network signal-to-noise ratio greater than 300, we show
that a network made of ET and two CEs can constrain H0 (⌦m) to a promising 0.7% (9.0%) at 90%
confidence interval within one year of continuous observations. Additionally, we find that most of
the information on H0 is contained in local, single-host dark sirens, and that dark sirens at z > 1
do not substantially improve these estimates. Our results imply that a sub-percent measure of H0

can confidently be attained by a network of 3G detectors, highlighting the need for characterising
all systematic e↵ects to a higher accuracy.

I. INTRODUCTION

The last few decades have seen a revolutionary change
in the paradigms underpinning our knowledge of the evo-
lution and dynamics of the Universe as a whole. The re-
search field of cosmology has gone from “the quest for two
numbers” to a new rich phenomenological field rooted in
precise astronomical observations; see [1] for a vivid his-
torical reconstruction. The resulting era of “precision
cosmology” delivered a detailed description of the Uni-
verse at the largest scales, with a standard cosmologi-
cal model capable of explaining all current observations,
modulo few persisting statistical tensions; see e.g. [2–7].
This spectacular achievement has been possible by the
piling up of ever more accurate astronomical observa-
tions, the overwhelming majority of which obtained with
electromagnetic (EM) telescopes over the whole accessi-
ble band of the EM spectrum.

Nevertheless since the first direct detection of gravi-
tational waves (GWs) by the LIGO and Virgo collabo-
rations in 2015 [8], we now possess a new whole spec-
trum that can provide a wealth of cosmological informa-
tion complementary to EM observations. GWs can be
used as standard cosmological rulers [9] and thus pro-
vide a map of the cosmic expansion history at di↵erent
redshifts. The luminosity distance of a binary system
emitting GWs can in fact be extracted from the detected

⇤ niccolo.muttoni@unige.ch

GW signal without relying on any phenomenological re-
lation or calibration at lower redshifts. In other words,
compact binaries emitting GWs are absolute cosmic dis-
tance rulers since they do not depend on the so-called
cosmic distance ladder. In analogy to supernovae-type
Ia, which are calibrated cosmic distance rulers commonly
called standard candles, GW signals from compact bina-
ries containing black holes (BHs) and neutron stars (NSs)
are commonly known as standard sirens [10, 11].

Unfortunately the redshift of the source is not one
of the parameters that we can easily obtain from GWs
emitted by compact binaries. For this reason standard
sirens cannot be used straightaway to map the expansion
of the Universe through the well-known distance-redshift
relation, contrary to standard candles for which a red-
shift measurement is usually readily available. Di↵erent
methods have been proposed to obtain complementary
redshift information to a standard siren.

The simplest and most intuitive of these methods con-
sists in observing an EM counterpart of the GW event
to identify its host galaxy [9]. In such cases the red-
shift of the GW source can be estimated by measur-
ing the redshift of the host galaxy, providing in this
way a single redshift value for the distance-redshift di-
agram. Unfortunately this method applies only to GW
events for which an EM counterpart can be observed,
which are commonly referred to as “bright sirens” in
a cosmological context. So far the LIGO-Virgo-Kagra
(LVK) Collaboration observed only one such bright siren,
namely the multi-messenger binary neutron star (BNS)
merger GW170817 [12, 13]. The coincident measure-
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FIG. 2. Left: Redshift distributions of the total and detected population for di↵erent networks in one year of observation (full
duty cycle), colors as in legend. Right: Number of detected GW events left above a given SNRnet, colors as in legend.

is the Fisher matrix and @i ⌘ @/@⇥i is the partial deriva-
tive with respect to the i-th source parameter ⇥i. When
multiple detectors are involved, the Fisher matrix of the
network is given by the sum of the individual ones:

�net =
MX

k=1

(�)k . (23)

This formalism allows to access the uncertainty of the
i-th parameter by trivially taking the square root of the
diagonal element ⌃ii of the covariance matrix, i.e.,

�i =
p

⌃ii . (24)

The computation of these quantities requires careful
numerical implementation. Specifically, in order to ob-
tain the Fisher matrix, we first need to evaluate the
partial derivative of the waveform with respect to each
source parameter. An e↵ective way to do that is by per-
forming a symmetric derivative:

@ih(⇥i) = lim
�i!0+

h(⇥i + �i⇥i) � h(⇥i � �i⇥i)

2�i⇥i
. (25)

When computed numerically, the symmetric derivative is
no longer a limit. Thus, to compute Eq. (25) we must
choose the magnitude of the infinitesimal increment �i for
each parameter. We compute �ij for di↵erent values of �i
and �j , and we validate our choice as soon as the Fisher
matrix element becomes a stable function of the infinites-
imal increments. We report the values1 we adopted for
each parameter in Table II. Once we obtain the Fisher

1 We stress that �i is a dimensionless value, and that the product
�i⇥i enters in the computation of the derivative.

matrix for each source, we compute the correlation ma-
trix ⌃ through Eq. (21) and by adopting the lower-upper
decomposition method [104]. We validate the inversion
process and check the resulting matrix by evaluating

"inv = max
i, j

|(� · ⌃)ij � 1ij | , (26)

where 1 is the identity matrix. We consider the inversion
successful if Eq. (26) returns "inv  10�3. Moreover, we
validated our implementation by comparing results with
other public pipelines (e.g. GWFAST[105], GWFish[106]).
Specifically, we made a common injection for each library
and compared SNR values, as well as the uncertainties on
the source parameters, with a particular focus on lumi-
nosity distance and the sky location, finding broad agree-
ment overall.

The quasi-circular, non-precessing waveform model
IMRPhenomXHM, once projected in a detector, is char-
acterised by 11 source parameters: the two individual
masses M1 and M2, the luminosity distance dL of the
source, the z-component of the two spins �z1 and �z2 ,
the sky position parameters ✓ and ', the inclination
◆ and polarisation  angles, the coalescence phase �c

and time tc. We characterize the Fisher matrix with a
di↵erent set of parameters: in particular, the two indi-
vidual masses are replaced by the redshifted chirp mass
Mc = (1+z)(M1M2)3/5/(M1+M2)1/5 and the symmet-
ric mass ration ⌘ = (M1M2)/(M1 + M2)2. We further
take the natural logarithm of Mc and dL to obtain di-
rectly their relative errors in the correlation matrix. We
define µ = cos ✓ as a parameterisation of the declination,
and the two individual z-oriented spins are replaced by
two orthogonal symmetrical and asymmetrical combina-
tions �S = (�z1+�z2)/2 and �A = (�z1��z2)/2. The full
list of parameters is reported in Table II. We consider a
GW event as detected if SNRnet � 12 and then compute
the Fisher matrix for the set of detected sources.

• simulated population of BBHs (power-law+peak)

main results assume a fiducial scenario in which galaxy surveys will  be complete up to z = 1 by the 3G 
detector era. 
– best constraints: ET+CE1+CE2 network, H0 (Ωm) recovered at a 0.7% (9.0%) at 90% CI 
– Assuming Ωm known perfectly a priori, a ET+CE1 => 0.3% precision in H0
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24D. Laghi UT3, 28/06/23

4 years

[Laghi, Tamanini, et al., in preparaNon]

Cosmology with LISA

• Massive BHB,  at  
: very loud signals (SNR order 

Hundreds), and some EM counterparts  
are expected  
 
•  if sufficient amount of gas is present,  
EM emission can be produced by the  
accretion of the gas onto the binary  
during the inspiral, merger and ringdown

M ∈ [105 − 109]M⊙
z ≳ 1

• but opinions vary on how many  
detectable EM many to be expected  
over a 4 year LISA: 
 

  Tamanini et al. (2016) 
 

 Mangiagli et al., (2022) 

𝒪(8 − 20)

𝒪(2 − 20)

[LISA Cosmology WG, White Paper (arXiv:2204.05434)] 

•  at a few %? H0

EXTREME MASS-RATIO INSPIRALS

Binary systems with mass-raCo   

Slow inspiral,  orbital cycles  

in the final year before plunge

m2
m1

∼ 10−6 − 10−3

104 − 105

•  Massive BH  ( ) 

•  Compact object  ( )

104 M⊙ − 107 M⊙
10 M⊙

eLISA White Paper, arXiv:1305.5720

Extremely accurate  

measurements of the 

system parameters 

No EM counterpart

15D. Laghi UT3, 28/06/23

EMRI: one SMBH with a very light 
companion .  Slow inspiral,
so very accurate measurement of
Parameters…but no EM counterpart. 
Use as dark +spectral sirens. 
 
[Laghi et al., MNRAS (2021)] 

∼ 10M⊙

•  accuracy  at 1-6 % 
•  accuracy 25% at most  
•  accuracy 10% at least

H0
Ωm
w0

Credit: D.Laghi

Credit: Nasa



Plan

I/  very very simplified comments on detectors &  
    individual compact binary sources

2/ late time cosmology  constraints with LVK; future
 
3/ PTA results  – Stochastic GW background 
                      – results on different early universe sources

 

(H0, Ωm)

***Nota Bene:  
Though an astrophysical background of putative SMBHB is the most plausible source of the PTA observations, 
analysis of the data seems to indicate a mild tension between data and predictions.   
“ This discrepancy presents an opportunity for new physics models to fit the data better” .  
• Caution: The situation can evolve with more data..  Should “..not over-interpret the observed evidence in favour 
of some of the cosmological sources/new physics”
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Fig. 22 A spacetime diagram
representation of ∆T (t) for a
(one-way) pulsar timing residual
measurement. Time increases
vertically upward. The vertical
arrows are spacetime worldlines
for a pulsar and a detector on
Earth. The measurement is made
at time t . The blue dotted line
shows the trajectory of the radio
pulse in the absence of a
gravitational wave; the red solid
line shows the trajectory in the
presence of a gravitational wave

the phase difference can be calculated in terms of the change in the round-trip travel
time of the laser light from one test mass (e.g., the beam splitter) to another (e.g., one
of the end test masses). If we consider an equal-arm Michelson interferometer with
unit vectors û and v̂ pointing from the beam splitter to the end masses in each of the
arms, then

hphase(t) ≡ ∆!(t) = 2πν0∆T (t), (5.3)

where ∆T (t) ≡ Tû,rt(t) − Tv̂,rt(t) is the difference of the round-trip travel times, and
ν0 is the frequency of the laser light. (See Fig. 23). Alternatively, one often writes the
interferometer response as a strain measurement in the two arms

hstrain(t) ≡ ∆L(t)
L

= ∆T (t)
2L/c

, (5.4)

where ∆L(t) ≡ Lû(t)− L v̂(t) is the difference of the proper lengths of the two arms
(having unperturbed length L), and ∆T (t) is the difference in round-trip travel times
as before. Thus, interferometer phase and strain response are simply related to one
another.

Calculation of ∆T (t) for beam detectors is most simply carried out in the transverse-
traceless gauge9 (Misner et al. 1973; Schutz 1985; Hartle 2003) since the unperturbed
separation L of the two test masses can be larger than or comparable to the wavelength
λ ≡ c/ f of an incident gravitational wave having frequency f . This is definitely the
case for pulsar timing where L is of order a few kpc, and for spacecraft Doppler
tracking where L is of order tens of AU. It is also the case for space-based detectors
like LISA (L = 5 × 106 km) for gravitational waves with frequencies around a tenth
of a Hz. On the other hand, for Earth-based detectors like LIGO (L = 4 km), L $ λ

is a good approximation below a few kHz. Thus, the approach that we will take in the
following subsections is to calculate the detector response in general, not making any
approximation a priori regarding the relative sizes of λ = c/ f and L . To recover the
standard expressions (i.e., in the long-wavelength or small-antenna limit) for Earth-

9 See Creighton et al. (2009) and Koop and Finn (2014) for an alternative derivation of the response
of a detector to gravitational waves, which is done in terms of the curvature tensor and not the metric
perturbations.
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Aim: measure time delay of radio pulses from millisecond pulsars = stable clocks with fluctuations.

Δt = tpredicted
TOA − tobserved

TOA = Δterrors + ΔτGW + noise

[credit: Mikel Falxa]

– For each pulsar, build a model of predicted time of arrival (TOA),  including many physical effects:   
proper motion, sky localisation, parallax, dispersion due to interstellar medium,…

– A GW signal is a common correlated signal in all pulsars, and spatially correlated across the sky (HD). 
– This differentiates it from the different uncorrelated noises in each pulsar

⟨ΔtaΔtb⟩ ∼ δabφa + ΓHD
ab S( f )

Errors in the fitting model
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Fig. 1: Properties of the common correlated signal detected in DR2new. Left panel: free spectrum of the RMS induced by the excess correlated
signal in each frequency resolution bin (with width defined by the inverse of the data span, � f = T

�1). The straight line is the best power-law fit
to the data. Right panel: joint posterior distribution in the A � � plane. Note that we normalize A to a pivotal frequency f0 = 10yr�1

.

The main properties of the GWB signal observed in DR2new
and examined in this paper are shown in Fig. 1. The length of the
dataset is T =10.3 years, and excess common correlated power
is detected in several frequency bins up to ⇡ 30 nHz (Fig. 1 left
panel). Conversely, some bins are unconstrained, which results
in a relatively loose determination of the spectral properties of
the observed signal. In the literature, hc and S in Eqs. (1) and (3)
are usually anchored to the pivotal frequency f0 = 1yr�1. The
data are, however, most informative at the lowest frequencies,
while the common power at 1yr�1 is essentially unconstrained.
This naturally leads to a strong degeneracy of the A � � 2D pos-
terior, as shown for example in Figure 1 of PaperIII. Therefore,
unless otherwise stated, we change the reference frequency to
f0 = 10yr�1, where the data are actually constraining, which re-
sults in a weaker dependence of A upon �, as shown in the right
panel of Fig. 1.

In the following three sections, we discuss three possible
contributions to the signal, probing completely di↵erent epochs
and scales of our Universe, and the implications for the associ-
ated physical processes. Namely, the cosmic population of SMB-
HBs (at redshifts z . 1), the early Universe (z > 1000), and DM
(within our Galaxy).

3. Implications I: supermassive black hole binaries

A cosmic population of SMBHBs is the primary astrophysical
candidate to produce a signal in the nano-Hz band detectable by
PTAs. If we define d5

N/(dzdm1dqdedtr) as the cosmic merger
rate of SMBHBs as a function of redshift, primary black hole
mass, mass ratio and eccentricity, the general form of the gener-
ated GWB as a function of observed frequency f can be written
as (Sesana 2013b)

h
2
c
( f ) =

Z 1

0
dz

Z 1

0
dm1

Z 1

0
dq

d5
N

dzdm1dqdedtr

dtr

dln fK,r
⇥

h
2( fK,r)

1X

n=1

g[n, e( fK,r)]
(n/2)2

�����
fK,r= f (1+z)/n

. (5)

Here, the term dt/dln fK,r (generally a function of m1, q, e)
depends on the physical processes driving the binaries, and
converts the merger rate into the distribution of rest-frame or-
bital frequencies of the emitting population. The second line of
Eq. (5) is the sum of strain harmonics emitted by the binaries
fulfilling the condition fK,r = f (1 + z)/n; h( f ) is the inclination-
polarization averaged strain and g(n, e) is a combination of
Bessel functions (see, e.g., Bonetti & Sesana 2020, for details).
For a distribution of circular GW-driven binaries, the only rel-
evant mass parameter is the chirp mass M = (m1m2)3/5(m1 +
m2)1/5, and Eq. (5) takes the familiar form (Sesana et al. 2008)

h
2
c
( f ) =

Z 1

0
dz

Z 1

0
dM d3

N

dzdMdln f
h

2( f ). (6)

This can be recast in terms of the number density of merging
binaries d2

n/(dzdM) (Phinney 2001)

h
2
c( f ) =

4G
5/3

3⇡1/3c2 f
�4/3
Z

dM
Z

dz (1 + z)�1/3M5/3 d2
n

dzdM , (7)

which highlights that, in this case, the expected spectrum follows
a power law hc / f

�2/3.
The literature investigating the GWB produced by a pop-

ulation of SMBHBs is vast, dating back to the mid-nineties
and early 2000s (Rajagopal & Romani 1995; Ja↵e & Backer
2003; Wyithe & Loeb 2003; Sesana et al. 2004), and predic-
tions have been made by employing di↵erent models and tech-
niques. Models can be broadly classified into two categories:
self-consistent theoretical models for SMBH evolution within
their galaxies (Sesana et al. 2008, 2009; Ravi et al. 2012; Kulier
et al. 2015; Kelley et al. 2017; Bonetti et al. 2018a; Siwek
et al. 2020; Izquierdo-Villalba et al. 2022), and empirical models
based on observed properties of galaxy pairs coupled to SMBH-
host galaxy relations (Sesana 2013b; Rosado et al. 2015; Ravi
et al. 2015; Simon 2023), or on the evolution of the SMBH
mass function inferred from observations (McWilliams et al.
2014). Note that we group both semianalytic models (SAMs)
and large cosmological simulations in the first class. The main
di↵erence between these two classes is that self-consistent mod-
els are constructed to reproduce a large array of observations
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Figure 1. Summary of the main Bayesian and optimal-statistic analyses presented in this paper, which establish multiple lines
of evidence for the presence of Hellings–Downs correlations in the 15-year NANOGrav data set. Throughout we refer to the
68.3%, 95.4%, and 99.7% regions of distributions as 1/2/3� regions, even in two dimensions. (a): Bayesian “free-spectrum”
analysis, showing posteriors (gray violins) of independent variance parameters for a Hellings–Downs-correlated stochastic process
at frequencies i/T , with T the total data set time span. The blue represents the posterior median and 1/2� posterior bandsa

for a power-law model; the dashed black line corresponds to a � = 13/3 (SMBHB-like) power-law, plotted with the median
posterior amplitude. See §3 for more details. (b): Posterior probability distribution of GWB amplitude and spectral exponent
in a HD power-law model, showing 1/2/3� credible regions. The value �GWB = 13/3 (dashed black line) is included in the 99%
credible region. The amplitude is referenced to fref = 1yr�1 (blue) and 0.1 yr�1 (orange). The dashed blue and orange curves
in the log

10
AGWB subpanel shows its marginal posterior density for a � = 13/3 model, with fref = 1yr�1 and fref = 0.1 yr�1,

respectively. See §3 for more details. (c): Angular-separation–binned inter-pulsar correlations, measured from 2,211 distinct
pairings in our 67-pulsar array using the frequentist optimal statistic, assuming maximum-a-posteriori pulsar noise parameters
and � = 13/3 common-process amplitude from a Bayesian inference analysis. The bin widths are chosen so that each includes
approximately the same number of pulsar pairs, and central bin locations avoid zeros of the Hellings–Downs curve. This binned
reconstruction accounts for correlations between pulsar pairs (Romano et al. 2021; Allen & Romano 2022). The dashed black
line shows the Hellings–Downs correlation pattern, and the binned points are normalized by the amplitude of the � = 13/3
common process to be on the same scale. Note that we do not employ binning of inter-pulsar correlations in our detection
statistics; this panel serves as a visual consistency check only. See §4 for more frequentist results. (d): Bayesian reconstruction
of normalized inter-pulsar correlations, modeled as a cubic spline within a variable-exponent power-law model. The violins plot
the marginal posterior densities (plus median and 68% credible values) of the correlations at the knots. The knot positions are
fixed, and are chosen on the basis of features of the Hellings–Downs curve (also shown as a dashed black line for reference): they
include the maximum and minimum angular separations, the two zero crossings of the Hellings–Downs curve, and the position
of minimum correlation. See §3 for more details.
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Fig. 1: Properties of the common correlated signal detected in DR2new. Left panel: free spectrum of the RMS induced by the excess correlated
signal in each frequency resolution bin (with width defined by the inverse of the data span, � f = T

�1). The straight line is the best power-law fit
to the data. Right panel: joint posterior distribution in the A � � plane. Note that we normalize A to a pivotal frequency f0 = 10yr�1

.

The main properties of the GWB signal observed in DR2new
and examined in this paper are shown in Fig. 1. The length of the
dataset is T =10.3 years, and excess common correlated power
is detected in several frequency bins up to ⇡ 30 nHz (Fig. 1 left
panel). Conversely, some bins are unconstrained, which results
in a relatively loose determination of the spectral properties of
the observed signal. In the literature, hc and S in Eqs. (1) and (3)
are usually anchored to the pivotal frequency f0 = 1yr�1. The
data are, however, most informative at the lowest frequencies,
while the common power at 1yr�1 is essentially unconstrained.
This naturally leads to a strong degeneracy of the A � � 2D pos-
terior, as shown for example in Figure 1 of PaperIII. Therefore,
unless otherwise stated, we change the reference frequency to
f0 = 10yr�1, where the data are actually constraining, which re-
sults in a weaker dependence of A upon �, as shown in the right
panel of Fig. 1.

In the following three sections, we discuss three possible
contributions to the signal, probing completely di↵erent epochs
and scales of our Universe, and the implications for the associ-
ated physical processes. Namely, the cosmic population of SMB-
HBs (at redshifts z . 1), the early Universe (z > 1000), and DM
(within our Galaxy).

3. Implications I: supermassive black hole binaries

A cosmic population of SMBHBs is the primary astrophysical
candidate to produce a signal in the nano-Hz band detectable by
PTAs. If we define d5

N/(dzdm1dqdedtr) as the cosmic merger
rate of SMBHBs as a function of redshift, primary black hole
mass, mass ratio and eccentricity, the general form of the gener-
ated GWB as a function of observed frequency f can be written
as (Sesana 2013b)
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Here, the term dt/dln fK,r (generally a function of m1, q, e)
depends on the physical processes driving the binaries, and
converts the merger rate into the distribution of rest-frame or-
bital frequencies of the emitting population. The second line of
Eq. (5) is the sum of strain harmonics emitted by the binaries
fulfilling the condition fK,r = f (1 + z)/n; h( f ) is the inclination-
polarization averaged strain and g(n, e) is a combination of
Bessel functions (see, e.g., Bonetti & Sesana 2020, for details).
For a distribution of circular GW-driven binaries, the only rel-
evant mass parameter is the chirp mass M = (m1m2)3/5(m1 +
m2)1/5, and Eq. (5) takes the familiar form (Sesana et al. 2008)
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This can be recast in terms of the number density of merging
binaries d2

n/(dzdM) (Phinney 2001)
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3⇡1/3c2 f
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n
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which highlights that, in this case, the expected spectrum follows
a power law hc / f

�2/3.
The literature investigating the GWB produced by a pop-

ulation of SMBHBs is vast, dating back to the mid-nineties
and early 2000s (Rajagopal & Romani 1995; Ja↵e & Backer
2003; Wyithe & Loeb 2003; Sesana et al. 2004), and predic-
tions have been made by employing di↵erent models and tech-
niques. Models can be broadly classified into two categories:
self-consistent theoretical models for SMBH evolution within
their galaxies (Sesana et al. 2008, 2009; Ravi et al. 2012; Kulier
et al. 2015; Kelley et al. 2017; Bonetti et al. 2018a; Siwek
et al. 2020; Izquierdo-Villalba et al. 2022), and empirical models
based on observed properties of galaxy pairs coupled to SMBH-
host galaxy relations (Sesana 2013b; Rosado et al. 2015; Ravi
et al. 2015; Simon 2023), or on the evolution of the SMBH
mass function inferred from observations (McWilliams et al.
2014). Note that we group both semianalytic models (SAMs)
and large cosmological simulations in the first class. The main
di↵erence between these two classes is that self-consistent mod-
els are constructed to reproduce a large array of observations
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• In presence of a SGWB,  
homogenous and isotropic (inherited from FLRW universe);  
unpolarised  (absence of significant source of parity violation 

                        in the universe),  
gaussian (formed by emission from many uncorrelated regions).  
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expectation values. If this is not the case, the GW background can be chiral and must

arise from some parity-violating source. We will present an example of such chiral

background in section 6.1.2.

Gaussianity also follows straightforwardly in most cases of GW backgrounds formed

by the emission of many uncorrelated regions. As discussed above, since the signal is

composed by a large number of sources that were independent at the moment of the

GW emission, by the central limit theorem one can expect the outcome signal given

by the superposition of all independent signals, to have a Gaussian distribution [18].

Gaussianity also applies in the case of the irreducible background generated during

inflation, again because of the quantum nature of this background: in the simplest

scenarios, the tensor metric perturbation can be quantised as a free field, and hence

with Gaussian probability distribution for the amplitudes⇤.
Note that, although the properties of statistical homogeneity and isotropy,

gaussianity, and absence of net polarisation, are satisfied to a good approximation for

most cosmological sources, there can be exceptions. For example, a certain level of large-

scale anisotropy in the universe is allowed by present CMB constraints [36]. A typical

example of GW source from the early universe, leading to a statistically anisotropic

GW background, is the excitation of a gauge field during inflation (although this has

been studied mainly for the scalar mode, see e.g. [48, 49, 50]). The GW background

generated by gauge field dynamics during inflation is also non-Gaussian, since the GW

source is quadratic in the fields [51], and it can be polarised if the interaction between

the gauge field and the inflaton is parity-breaking [52, 53] (in this case the inflaton is a

pseudo-scalar). We will discuss precisely this later in Section 6.1.2.

3.2. Characterization of a stochastic gravitational wave background

In the following we introduce di↵erent quantities that are used to characterize the power

spectrum of a stochastic GW background. The Fourier amplitudes hr(k, ⌘) of Eq. (58),

are considered to be random variables. For a statistically homogeneous and isotropic,

unpolarised and Gaussian GW background, their power spectrum can be written as

hhr(k, ⌘)h
⇤

p
(q, ⌘)i = 8⇡5

k3
�(3)(k � q) �rp h

2

c
(k, ⌘) , (80)

where hc is dimensionless, real and depends only on the time ⌘ and the comoving wave-

number k = |k|. The delta function in k, q, and the fact that hc does not depend on the

direction k̂, are consequences of statistical homogeneity and isotropy; the delta function

in the polarisation states r, p is a consequence of the absence of a net polarisation, and

gaussianity implies that the above expectation value contains all the relevant information

on the statistical distribution of the random variables hr(k, ⌘). We do not need to

investigate therefore higher-point correlation functions, as for a Gaussian field even-

point correlation functions can be rewritten in as powers of h2

c
(k, ⌘), while odd-point

⇤In reality, there is always a small degree of deviation from gaussianity in the inflationary
perturbations, as they are created over a dynamical quasi-de Sitter background that also evolves (even
if slowly) during inflation [47]. In practice, the amount of non-gaussianity is ‘slow-roll suppressed’.
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Fig. 1: Properties of the common correlated signal detected in DR2new. Left panel: free spectrum of the RMS induced by the excess correlated
signal in each frequency resolution bin (with width defined by the inverse of the data span, � f = T

�1). The straight line is the best power-law fit
to the data. Right panel: joint posterior distribution in the A � � plane. Note that we normalize A to a pivotal frequency f0 = 10yr�1

.

The main properties of the GWB signal observed in DR2new
and examined in this paper are shown in Fig. 1. The length of the
dataset is T =10.3 years, and excess common correlated power
is detected in several frequency bins up to ⇡ 30 nHz (Fig. 1 left
panel). Conversely, some bins are unconstrained, which results
in a relatively loose determination of the spectral properties of
the observed signal. In the literature, hc and S in Eqs. (1) and (3)
are usually anchored to the pivotal frequency f0 = 1yr�1. The
data are, however, most informative at the lowest frequencies,
while the common power at 1yr�1 is essentially unconstrained.
This naturally leads to a strong degeneracy of the A � � 2D pos-
terior, as shown for example in Figure 1 of PaperIII. Therefore,
unless otherwise stated, we change the reference frequency to
f0 = 10yr�1, where the data are actually constraining, which re-
sults in a weaker dependence of A upon �, as shown in the right
panel of Fig. 1.

In the following three sections, we discuss three possible
contributions to the signal, probing completely di↵erent epochs
and scales of our Universe, and the implications for the associ-
ated physical processes. Namely, the cosmic population of SMB-
HBs (at redshifts z . 1), the early Universe (z > 1000), and DM
(within our Galaxy).

3. Implications I: supermassive black hole binaries

A cosmic population of SMBHBs is the primary astrophysical
candidate to produce a signal in the nano-Hz band detectable by
PTAs. If we define d5

N/(dzdm1dqdedtr) as the cosmic merger
rate of SMBHBs as a function of redshift, primary black hole
mass, mass ratio and eccentricity, the general form of the gener-
ated GWB as a function of observed frequency f can be written
as (Sesana 2013b)
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Here, the term dt/dln fK,r (generally a function of m1, q, e)
depends on the physical processes driving the binaries, and
converts the merger rate into the distribution of rest-frame or-
bital frequencies of the emitting population. The second line of
Eq. (5) is the sum of strain harmonics emitted by the binaries
fulfilling the condition fK,r = f (1 + z)/n; h( f ) is the inclination-
polarization averaged strain and g(n, e) is a combination of
Bessel functions (see, e.g., Bonetti & Sesana 2020, for details).
For a distribution of circular GW-driven binaries, the only rel-
evant mass parameter is the chirp mass M = (m1m2)3/5(m1 +
m2)1/5, and Eq. (5) takes the familiar form (Sesana et al. 2008)
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This can be recast in terms of the number density of merging
binaries d2

n/(dzdM) (Phinney 2001)
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which highlights that, in this case, the expected spectrum follows
a power law hc / f

�2/3.
The literature investigating the GWB produced by a pop-

ulation of SMBHBs is vast, dating back to the mid-nineties
and early 2000s (Rajagopal & Romani 1995; Ja↵e & Backer
2003; Wyithe & Loeb 2003; Sesana et al. 2004), and predic-
tions have been made by employing di↵erent models and tech-
niques. Models can be broadly classified into two categories:
self-consistent theoretical models for SMBH evolution within
their galaxies (Sesana et al. 2008, 2009; Ravi et al. 2012; Kulier
et al. 2015; Kelley et al. 2017; Bonetti et al. 2018a; Siwek
et al. 2020; Izquierdo-Villalba et al. 2022), and empirical models
based on observed properties of galaxy pairs coupled to SMBH-
host galaxy relations (Sesana 2013b; Rosado et al. 2015; Ravi
et al. 2015; Simon 2023), or on the evolution of the SMBH
mass function inferred from observations (McWilliams et al.
2014). Note that we group both semianalytic models (SAMs)
and large cosmological simulations in the first class. The main
di↵erence between these two classes is that self-consistent mod-
els are constructed to reproduce a large array of observations
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GW emission,

h2
c ( f ) =

4G5/3

3π1/3c2
f −4/3 ∫ dℳ∫ dz (1 + z)−1/3 ℳ5/3 d2n

dzdℳ

[Phinney 2001]

• So , α = − 2/3 γ = 13/3

• interesting information on SMBHB formation models, 
evolution, eccentricity, stellar environments… Indeed GW  
emission alone is typically insufficient to merge SMBHB within 
a Hubble time. 
 
• 3240 models studied, spanning different eccentricities and  
densities of stellar environments

Number density of  
merging binaries 
per unit redshift and 
chirp mass.

[EPTA+InPTA, 2306.16227 ]

• Amplitude mainly controlled by typical masses + abundances.  
Shape, by subparsec-scale binary evolution.

• incoherent superposition of GWs from a population of inspiraling SMBHB, mass  , 
on broad orbit (period ~ year(s)) forms a stochastic signal at nHz freqs.
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Fig. 3: Free spectrum violin plot comparing measured (orange) and ex-
pected (green) signals. Overlaid to the violins are the 100 Monte Carlo
realizations of one specific model; among those, the thick one repre-
sents an example of a SMBHB signal consistent with the excess power
measured in the data at all frequencies.

3.1.2. Comparison with the observed signal

The binned spectrum shown in Fig. 3 contrasts expectations from
the 324k models (green) to the measured correlated signal in
DR2new (orange). The two sets of violin plots are in good agree-
ment in the few lowest frequency bins, where measurements are
the most constraining. Note that the model prediction distribu-
tions are highly non-Gaussian and asymmetric, with long tails
extending upwards. This is due to the fact that sparse very mas-
sive/nearby binaries can sometimes produce exceptionally loud
signals, as illustrated by the 100 individual GWBs overplotted to
the violins. In fact, this might explain the extra power measured
in the 4th and, most strikingly, in the 9th lowest bins compared
to the bulk of the model predictions. We caution that the 9th bin
is close to the 1yr�1 mark, where PTAs are blind due to fitting
for the Earth orbital motion, and leakage from imperfect fitting
might a↵ect that measurement. In any case, if this extra power
is indeed due to GWs, it can be easily accommodated by theo-
retical models, as demonstrated by the realization highlighted by
the tick grey line.

Our Monte Carlo approach to generate the SMBHB popu-
lation and its associated GW signal also allows us to investi-
gate the occurrence of CGWs in the data, for which evidence in
DR2new is found to be inconclusive (the EPTA and InPTA Col-
laborations 2023c). Since the search performed in that paper was
limited to circular binaries, we only carry out this analysis for the
32.4k models with e0 = 0.4 A full assessment of the detectability
of CGWs requires the evaluation of the detection probability of
each individual binary for a given false alarm rate, as detailed
in RSG15. For the sake of simplicity, and given the qualitative
nature of this analysis, we just compute the signal-to-noise ratio
(S/N) of each individual binary according to Eq. (46) of RSG15
(thus also restricting to the Earth term only). When computing
the S/N of a source, we model each pulsar noise by using the
maximum likelihood values of the single pulsar noise analysis
presented in the EPTA and InPTA Collaborations (2023a) and
4 For binaries starting with e0 = 0, eccentricities remain well below 0.1
in the course of stellar hardening-driven evolution, and the GW signals
can be approximated as monochromatic.

Fig. 4: Top panel: free spectrum violin plot comparing the measured
signal (orange) to the power distribution of CGWs (green). Empty vio-
lins show the full GWB produced by the models for comparison. Bot-
tom panel: the probability of detecting a CGW with S/N> 3 as a func-
tion of frequency (green circles, left y�axis scale). The average S/N of
CGWs is also shown as red crosses (right y�axis scale).

add the GWB produced by all of the other binaries to the noise
spectral density. We arbitrarily set the detectability threshold at
S/N= 3 in the following.

Results are shown in Fig. 4, which compares the power dis-
tribution of resolvable CGWs to the binned spectra of the over-
all predicted GW signal and of the DR2new measurements. In
line with RSG15, the probability of detecting a CGW is maxi-
mum at the lowest frequency, rapidly decaying to less than 0.01
past the 6th bin. Note that the average S/N of CGWs slightly in-
creases at higher frequencies, which is primarily due to the fre-
quency dependence of the CGW characteristic strain, hc / f

7/6.
If pi is the probability of having a CGW of S/N > 3 in the i-
th bin, we can compute the probability of detecting at least one
CGW with S/N > 3 in DR2new according to these models as
p = 1 � Q(1 � pi), which gives p = 0.49. This probability is
obviously S/N threshold dependent. For example, by increasing
this threshold to S/N> 5, we get p = 0.13. This is comparable
to the 6% chance found by Bécsy et al. (2022). and the slightly
larger probability in our models is likely due to the louder over-
all amplitudes of the signals considered here. We stress, however,
that these findings apply to models where binaries remain essen-
tially circular. The number of resolvable CGWs, tends, in fact,
to slightly decrease when the eccentricity increases (Truant et al.
in preparation).

Finally, we once again propose the comparison first shown
by Middleton et al. (2021), who contrasted the measured 2D
A � � posterior to model expectations. For the latter, we just
fit the 9 lowest frequency bins of the GWB spectrum of each
Monte Carlo realization of the Universe with a straight line in
the logA � log f plane. As described in Sec. 2, we normalize
the measurement to f0 = 10yr�1, which is where our data are
informative. It alleviates the A � � degeneracy in the posterior.
Results are shown in Fig. 5. Although the measured spectrum
tends to be shallower than the theoretical one (see also Sec. 3.4),
the contours overlap at 2� and the marginalised amplitudes are
broadly consistent.
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Cosmological signals I: inflation

– standard single field slow-roll inflation generates a GW spectrum which  
is red tilted at CMB scales , where from Planck .   
 
– Correspondingly  at PTA frequencies…unobservable.

– Analyses differ a little between NANOGrav and EPTA, but basically have considered  
leaving free both 

– Assuming instantaneous reheating, that it is followed by a radiation era, and in the PTA band

nT = − r/8 < 0 r ≤ 0.036

ΩGW ∼ 10−16
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density using (Lasky et al. 2016; Caprini & Figueroa 2018)
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where the second line is valid in the PTA frequency band, and
has been obtained by setting h

2⌦rad = 2.47 · 10�5 with h = 0.67,
the amplitude of the scalar spectrumP⇤R = 2·10�9, and f⇤ ⇡ 7.7⇥
10�17 Hz related to the CMB pivot scale k⇤ = 0.05/Mpc (Planck
Collaboration et al. 2014). feq denotes the frequency entering the
horizon at matter-radiation equality.

We then use the nine lowest frequency posteriors of the RMS
free spectrum shown in Fig. 1 (see Moore & Vecchio 2021;
Lamb et al. 2023; Leclere et al. 2023, for details on the method)
to fit the inflationary spectrum of Eq. 14 and obtain posteriors
on log10 r and nT . Results are reported in Fig. 14. Note that,
since � = 5 � nT , the correlation between the amplitude and
spectral index of the signal is compatible with Fig. 5. The 90%
credible (symmetric) intervals are log10 r = �12.18+8.81

�7.00 and
nT = 2.29+0.87

�1.11. This value of nT corresponds to a PSD spec-
tral index of � ' 2.7, as in Fig. 1. The excessively small value of
r is a consequence of the simplistic parameterisation of Eq. 14,
which assumes a constant nT at all scales. The fractional energy
density spectrum obtained from the maximum a posteriori pa-
rameter values is plotted in Fig. 16.

We have so far considered a primordial background to be the
only source of GWs in our data. We now recall that the most
plausible and loud source of a GW background at these frequen-
cies remains that of a SMBHB background. It is therefore likely
that any signature for a cosmological background needs to be
considered in parallel with a SMBHB background, or in this
case more accurately termed ‘foreground’. Kaiser et al. (2022)
have explored the likelihood of detecting a cosmological back-
ground in the presence of a SMBHB foreground using simula-
tions, and found that the shallower the slope of the cosmological
background (for example � = 4 as opposed to � = 5), the harder
it is to detect (and the longer it takes, possibly more than 20
years). According to these simulations, this does not bode well
for an even shallower slope like the one detected in DR2new with
a possible � < 3.

Here we explore a superposition of these two backgrounds
in the DR2new dataset. Considering a two-component GWB for
the common red noise model, we place constraints on log10 r

for given values of nT spanning the range [�1, 3]. In this case,
our null hypothesis is a GWB from a population of GW-driven
circular SMBHBs parameterised only by the PSD amplitude
log10 A of Eq. (3) (we fix � = 13/3). We run several analyses
with a fixed nT for the inflationary background, sampling over
(log10 r, log10 A). For each of the nT values, we obtain a distribu-
tion for log10 r and take the 95% quantile as an upper bound. As
found in Lasky et al. (2016), nT and the log10 r upper bounds are
related with good precision by a linear relation:

nT = a log10

✓
r

0.032

◆
+ b. (15)

Our analysis gives a = �0.16 and b = 0.70, which is comparable
to the forecast values given in Lasky et al. (2016) (note that they
normalise r to 0.11).

log10 r = �12.18+8.81
�7.00
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Fig. 14: 2-D posteriors of the tensor-to-scalar ratio (in log10) and
the fractional energy density spectral index nT in the PTA fre-
quency range. The 68% and 95% credible regions are displayed.
The black dashed line represents the tensor-to-scalar ratio up-
per bound found in Tristram et al. (2022) assuming single-field
slow-roll inflation.

4.1.2. Discussion

From the analysis of the DR2new dataset above, we have ob-
tained credible intervals for the tensor-to-scalar ratio r and the
spectral index nT . This was performed assuming that reheat-
ing is instantaneous, and that inflation is followed directly by
the radiation-dominated era, for which the equation of state pa-
rameter of the Universe is w = 1/3. Under this assumption,
one finds that the best-fit value for the tensor spectral index is
nT = 5 � � ' 2.3, which is directly linked to the best-fit PSD
spectral index � ' 2.7. This high value of nT is not consistent
with slow roll inflation. However, if inflation is followed by a
stage in which w , 1/3, the relation between the PSD spectral
index � and the primordial tensor spectral index nT changes to
(Arzoumanian et al. 2016; Caprini & Figueroa 2018)

� = 5 � nT +
2(1 � 3w)

3w + 1
, (16)

again with � ' 2.7. If a sti↵ fluid component (w > 1/3) were to
dominate the Universe for a finite amount of time after inflation,
the last term in Eq. 16 would be bounded between 0 and �2.
Hence, nT & 0.3, meaning that even allowing for the presence
of a sti↵ component after inflation, it does not seem possible to
explain the common red noise in the context of slow roll inflation
(nT ' 0) for the best fit value � ' 2.7. However, by broadening
the range of possible values to � � 3, nT ' 0 does become
compatible with the common red noise.

4.2. Implications on a background of cosmic strings

Cosmic strings are line-like topological defects that may form
after a symmetry-breaking phase transition in the early Universe
(Kibble 1976; Hindmarsh & Kibble 1995); they are generic pre-
dictions of most Grand Unification Theories scenarios (Jean-
nerot et al. 2003). These one-dimensional objects are character-
ized by the string tension Gµ (or equivalently their energy per
unit length) which is related to the energy scale of the phase
transition.
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EPTA+InPTA: GWB Interpretation
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Fig. 16: The SGWB spectra (in terms of log10 h
2⌦gw) for four di↵erent early Universe SGWB models considered in this paper.

BOS/LRS correspond to a cosmic string background with Nc = 2 and Nk = 0 (� = 57), and log10 Gµ = �10.1/�10.6. The
GWB from turbulence is plotted in solid line for �⇤H⇤ = 1, ⌦⇤ = 0.3, and T⇤ = 140 MeV. The inflationary spectra is shown
for log10 r = �13.1 and nT = 2.4 (maximum a posteriori value). The nine first Fourier bins posteriors of the common signal are
represented by the gray violin areas.

is of the Kolmogorov type, as we assume here. Hence, the re-
sulting spectral shape of the GWB in Eq. (21) presents three
power laws: f

3 at frequencies below the inverse e↵ective dura-
tion of the turbulence f < 1/�tfin, f at intermediate frequencies
1/�tfin < f < 1/�⇤, and f

�8/3 at large frequencies f > 1/�⇤.
The GWB produced from vortical (M)HD turbulence is

therefore determined by three parameters: the temperature scale
T⇤, the turbulence strength ⌦⇤, and the turbulence characteris-
tic length scale �⇤H⇤. By causality, �⇤H⇤ is bound to be smaller
than one. In general, also ⌦⇤ . 1, otherwise turbulence would
change the dynamics of the Universe. However, note that the
template described above has been validated in principle only
for non-relativistic plasma motions, for which ⌦⇤ . O(0.1).

4.3.2. Analysis results

As in subsection 4.1, here we use the fast free spectrum anal-
ysis method on DR2new data to constrain the model, consid-
ering the nine first Fourier bins of the RMS spectrum of Fig-
ure 1. We use log10-uniform priors for the model parame-
ters, choosing log10(�⇤H⇤) 2 [�3, 0], log10⌦⇤ 2 [�2, 0], and
log10(T⇤/1MeV) 2 [1, 3]. The 2D-posteriors obtained are shown
in Figure 17.

For values of ⌦⇤ below 0.1, the model can only explain the
level of correlated noise at the lowest frequency bin if the am-
plitude of the spectrum is su�ciently high. This can be achieved
only if �⇤H⇤ is close to 1 and the peak frequency lies within
the PTA frequency range, implying T⇤ ⇠ 60 MeV. However, at
frequencies around the peak, the signal corresponds to a power
spectral density for the residuals steeper than � ⇠ 4, which can-
not fit the data well. For this reason, values of ⌦⇤ . 0.1 are
disfavoured.

For larger values of ⌦⇤, the f
3 part of the spectrum at fre-

quencies below �t�1
fin /

p
⌦⇤/(�⇤H⇤)⇥H⇤(T⇤) can enter the PTA

band with a su�ciently high amplitude. Furthermore, the dis-
tance between the break at �t�1

fin and the spectral peak at 1/�⇤ be-
comes minimal in the limit ⌦⇤ ⇠ 1. Both of these characteristics
lead to a better fit to the data. This is recovered in the posteriors
of Figure 17, together with the degeneracy between �⇤H⇤ and
⌦⇤ from the signal amplitude (see Equation 21), and the degen-
eracy between �⇤H⇤ and T⇤ from the break at 1/�tfin (note that
the dependence of the latter on

p
⌦⇤ is subdominant).

The model therefore provides a good fit to the data in the
limit of large ⌦⇤, close to the upper bound of the prior. The ex-
tension of the dataset to longer observation time will be crucial
for further constraining this model at low frequencies.

4.4. Implications on the 2nd-order GWB produced by

primordial curvature perturbations

It is well-known that scalar, vector and tensor modes of the per-
turbed metric do not mix at linear order of the Einstein equations
(Lifshitz 1946; Baumann 2022). However, scalar curvature per-
turbations will source propagating tensorial modes (GWs) at the
2nd order in perturbation theory (Tomita 1967; Matarrese et al.
1993, 1998; Noh & Hwang 2004; Carbone & Matarrese 2005;
Ananda et al. 2007; Baumann et al. 2007). Such scalar curvature
perturbations and associated primordial density fluctuations in-
evitably exist in the Universe and can be directly constrained by
observations of the CMB. The latest Planck data (Planck Col-
laboration et al. 2020b) suggests that the power spectrum of the
curvature perturbations is nearly scale-invariant with the ampli-
tude A⇣ ⇠ 2 ⇥ 10�9, which implies a marginal energy-density
of the generated GWB. Specifically, when projected to the PTA
sensitivity band, the fractional contribution of the energy density
in the associated GWs becomes ⌦gw ⇠ 10�17, which is practi-
cally non-detectable by current experiments. On the other hand,
some models of inflation (see, for example, Di & Gong 2018;
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Cosmological signals II: cosmic strings

• Given a model for the distribution of cosmic string loops,  
 all of which radiate into GWs, 

ΩGW(t0, f ) =
16π(Gμ)2

3H2
0

∑
b

NbΓ(b)

ζ(qb)
×

+∞

∑
n=1

∫
n1−qbd z

(1 + z)5H(z)
n [ 2n

(1 + z)f
, t(z)],

loop

kink cusp

Figure 1: Cartoon showing the geometry of a kink and a cusp which are singular structures
formed on loops. The arrows denote the tangent vectors of the string segments.

after a loop gets created, at time ti with a length ↵ ti, its length l(t̃) shrinks through
emission of GW with a rate �Gµ

l(t̃) = ↵ti � �Gµ(t̃� ti). (11)

Consequently, the string lifetime due to decay into GW is given by

⌧GW =
↵ ti
�Gµ

. (12)

The superposition of the GW emitted from all the loops formed since the creation of the
long-string network generates a Stochastic GW Background. Also, cusp formations can
emit high-frequency, short-lasting GW bursts [36, 37, 119, 120, 122]. If the rate of such
events is lower than their frequency, they might be subtracted from the SGWB.

Goldstone boson radiation (global strings): For global strings, the massless Gold-
stone particle production is the main decay channel. The radiation power has been
estimated [65]

PGold = �Gold ⌘
2, (13)

where ⌘ is the scalar field VEV and �Gold ⇡ 65 [26, 123]. We see that the GW emission
power in Eq. (7) is suppressed by a factor Gµ with respect to the Goldstone emission
power in Eq. (13). Therefore, for global strings, the loops decay into Goldtone bosons
after a few oscillations before having the time to emit much GW [65, 124]. However,
as shown in App. F, the SGWB from global string is detectable for large values of the
string scale, ⌘ & 1014 GeV. Other recent studies of GW spectrum from global strings in
standard and non-standard cosmology include [25, 26, 125]. A well-motivated example
of global string is the axion string coming from the breaking of a U(1) Peccei-Quinn
symmetry [123, 126–128]. Ref. [25] shows the detectability of the GW from the axionic
network of QCD axion Dark Matter (DM), after introducing an early-matter era which
dilutes the axion DM abundance and increases the corresponding Peccei-Quinn scale ⌘.

Massive particle radiation: When the string curvature size is larger than the string
thickness, one expects the quantum field nature of the CS, like the possibility to radiate
massive particles, to give negligible e↵ects and one may instead consider the CS as an in-
finitely thin 1-dimensional classical object with tension µ: the Nambu-Goto (NG) string.
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collisions 

Cosmic string loops oscillate periodically in time, emit-
ting gravitational waves with power [11] Pgw ¼ ΓdGμ2 and
decay in a lifetime l=γd, where Γd is a numerical factor
(Γd ∼ 50 [21]), l is the invariant loop length, and γd ¼
ΓdGμ is the gravitational-wave length scale measured in
units of time [22]. The high-frequency (fl ≫ 1, where f
denotes frequency) gravitational-wave spectrum of an
oscillating loop is dominated by bursts emitted by string
features called cusps and kinks [25–27]. Cusps [28] are
points on the string that briefly travel at the speed of light;
they are generic features for smooth loops. Kinks are
discontinuities in the tangent vector of the string that
propagate at the speed of light. They appear in pairs as
the result of collisions between two cosmic strings and are
chopped off when a loop forms; hence, a loop can contain
any integer number of kinks. Numerical simulations of
Nambu-Goto strings have shown that kinks accumulate
over the cosmological evolution [16–18], while the number
of cusps per loop is yet undetermined.
Cusps are short-lived and produce beamed gravitational

waves in the forward direction of the cusp, while left-
moving (right-moving) kinks propagate around the string,
creating gravitational waves with a fanlike emission (like a
lighthouse) in the directions generated by right-moving
(left-moving) waves. Additionally, the collision of two
kinks is expected to radiate gravitational waves isotropi-
cally. We report here searches for gravitational waves
produced by cusps, kinks, and kink-kink collisions using
O3 LIGO–Virgo data. In addition to distinct individual
bursts, the incoherent superposition of weaker gravita-
tional-wave bursts from cosmic strings produced over
the history of the Universe would create a stochastic
gravitational-wave background [27,30].
Cosmic strings emit gravitational waves with a wide

range of frequencies that can be searched by other means,
including the cosmic microwave background [31], Big
Bang nucleosynthesis [32], and pulsar timing arrays
[33–35]; see also, e.g., [36–38].
The gravitational-wave emission from cosmic string

loops is introduced in the next section. We consider two
simulation-based models [39,40] (labeled A and B) for
the loop distribution. We further develop a third model
(labeled C) that interpolates between the other two models.
We also derive the burst rates and the dimensionless energy
density in that section. Individual gravitational-wave bursts
are searched in O3 data with a dedicated analysis presented
in the “Burst search” section. The incoherent superposition
of bursts from cusps, kinks, and kink-kink collisions
produces a stationary and nearly Gaussian stochastic back-
ground of gravitational waves. We search O3 data for this
background, and the results, detailed in [41], are summa-
rized in the “Stochastic search” section. Both the burst and
stochastic background searches yield no detections.
Combining their sensitivities, we constrain two cosmic
string parameters in the “Constraints” section: the string

tension Gμ and the number of kinks per loop. We provide a
table listing the meanings of symbols used in this study in
the Supplemental Material [42].
Gravitational waves from cosmic string loops.—

Gravitational waves are produced by cusps, kinks, and
kink-kink collisions on cosmic string loops. The strain
waveforms are linearly polarized and have been calculated
in [25–27]. For a loop of lengthl at redshift z, they are power-
law functions in the frequency domain for the star in [44]

hiðl; z; fÞ ¼ Aiðl; zÞf−qi ; ð1Þ

where i ¼ fc; k; kkg identifies the cusp, kink, and kink-kink
collision cases. The power-law indices are qc ¼ 4=3,
qk ¼ 5=3, and qkk ¼ 2, and the amplitude Ai is [26]

Aiðl; zÞ ¼ g1;i
Gμl2−qi

ð1þ zÞqi−1rðzÞ
; ð2Þ

where rðzÞ is the comoving distance to the loop. We adopt
the cosmological model used in [44]; it is encoded in
three functions: φrðzÞ, φVðzÞ, and φtðzÞ (see Appendix A
of [44]). The proper distance, the proper volume ele-
ment, and the proper time are rðzÞ ¼ φrðzÞ=H0, dVðzÞ ¼
φVðzÞ=H3

0dz, and tðzÞ ¼ φtðzÞ=H0, respectively, where
H0 ¼ 67.9 km s−1Mpc−1 [45]. The prefactor g1;i is [46]
g1;c¼8=Γ2ð1=3Þ×ð2=3Þ2=3≈0.85, g1;k¼2

ffiffiffi
2

p
=π=Γð1=3Þ×

ð2=3Þ2=3≈0.29, and g1;kk ¼ 1=π2 ≈ 0.10, where Γ is the
Gamma function [47].
Cusps and kinks emit gravitational waves in highly

concentrated beams. Cusps are transient and produce a
beam along a single direction, while kinks propagate
around the loop, beaming over a fanlike range of directions.
The beam opening angle is

θm ¼ ½g2fð1þ zÞl&−1=3; ð3Þ

where g2 ¼
ffiffiffi
3

p
=4 [46]. To guarantee self-consistency

(validity of the waveform), we require that θm < 1 rad,
which is equivalent to setting a lower limit on the frequency
for a fixed loop length. For kink-kink collisions, the
gravitational-wave emission is isotropic [48].
The burst rate of type i per unit loop size and per unit

volume can be decomposed into four factors:

dRi

dldV
¼ 2

l
Ni × nðl; tÞ × Δi × ð1þ zÞ−1: ð4Þ

The first factor accounts for an average of Ni gravitational-
wave burst events of type i produced per loop oscillation
time periodicity l=2. The second factor stands for the
number of loops per unit loop size and per unit volume at
cosmic time t:
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Cosmic string loops oscillate periodically in time, emit-
ting gravitational waves with power [11] Pgw ¼ ΓdGμ2 and
decay in a lifetime l=γd, where Γd is a numerical factor
(Γd ∼ 50 [21]), l is the invariant loop length, and γd ¼
ΓdGμ is the gravitational-wave length scale measured in
units of time [22]. The high-frequency (fl ≫ 1, where f
denotes frequency) gravitational-wave spectrum of an
oscillating loop is dominated by bursts emitted by string
features called cusps and kinks [25–27]. Cusps [28] are
points on the string that briefly travel at the speed of light;
they are generic features for smooth loops. Kinks are
discontinuities in the tangent vector of the string that
propagate at the speed of light. They appear in pairs as
the result of collisions between two cosmic strings and are
chopped off when a loop forms; hence, a loop can contain
any integer number of kinks. Numerical simulations of
Nambu-Goto strings have shown that kinks accumulate
over the cosmological evolution [16–18], while the number
of cusps per loop is yet undetermined.
Cusps are short-lived and produce beamed gravitational

waves in the forward direction of the cusp, while left-
moving (right-moving) kinks propagate around the string,
creating gravitational waves with a fanlike emission (like a
lighthouse) in the directions generated by right-moving
(left-moving) waves. Additionally, the collision of two
kinks is expected to radiate gravitational waves isotropi-
cally. We report here searches for gravitational waves
produced by cusps, kinks, and kink-kink collisions using
O3 LIGO–Virgo data. In addition to distinct individual
bursts, the incoherent superposition of weaker gravita-
tional-wave bursts from cosmic strings produced over
the history of the Universe would create a stochastic
gravitational-wave background [27,30].
Cosmic strings emit gravitational waves with a wide

range of frequencies that can be searched by other means,
including the cosmic microwave background [31], Big
Bang nucleosynthesis [32], and pulsar timing arrays
[33–35]; see also, e.g., [36–38].
The gravitational-wave emission from cosmic string

loops is introduced in the next section. We consider two
simulation-based models [39,40] (labeled A and B) for
the loop distribution. We further develop a third model
(labeled C) that interpolates between the other two models.
We also derive the burst rates and the dimensionless energy
density in that section. Individual gravitational-wave bursts
are searched in O3 data with a dedicated analysis presented
in the “Burst search” section. The incoherent superposition
of bursts from cusps, kinks, and kink-kink collisions
produces a stationary and nearly Gaussian stochastic back-
ground of gravitational waves. We search O3 data for this
background, and the results, detailed in [41], are summa-
rized in the “Stochastic search” section. Both the burst and
stochastic background searches yield no detections.
Combining their sensitivities, we constrain two cosmic
string parameters in the “Constraints” section: the string

tension Gμ and the number of kinks per loop. We provide a
table listing the meanings of symbols used in this study in
the Supplemental Material [42].
Gravitational waves from cosmic string loops.—

Gravitational waves are produced by cusps, kinks, and
kink-kink collisions on cosmic string loops. The strain
waveforms are linearly polarized and have been calculated
in [25–27]. For a loop of lengthl at redshift z, they are power-
law functions in the frequency domain for the star in [44]

hiðl; z; fÞ ¼ Aiðl; zÞf−qi ; ð1Þ

where i ¼ fc; k; kkg identifies the cusp, kink, and kink-kink
collision cases. The power-law indices are qc ¼ 4=3,
qk ¼ 5=3, and qkk ¼ 2, and the amplitude Ai is [26]

Aiðl; zÞ ¼ g1;i
Gμl2−qi

ð1þ zÞqi−1rðzÞ
; ð2Þ

where rðzÞ is the comoving distance to the loop. We adopt
the cosmological model used in [44]; it is encoded in
three functions: φrðzÞ, φVðzÞ, and φtðzÞ (see Appendix A
of [44]). The proper distance, the proper volume ele-
ment, and the proper time are rðzÞ ¼ φrðzÞ=H0, dVðzÞ ¼
φVðzÞ=H3

0dz, and tðzÞ ¼ φtðzÞ=H0, respectively, where
H0 ¼ 67.9 km s−1Mpc−1 [45]. The prefactor g1;i is [46]
g1;c¼8=Γ2ð1=3Þ×ð2=3Þ2=3≈0.85, g1;k¼2

ffiffiffi
2

p
=π=Γð1=3Þ×

ð2=3Þ2=3≈0.29, and g1;kk ¼ 1=π2 ≈ 0.10, where Γ is the
Gamma function [47].
Cusps and kinks emit gravitational waves in highly

concentrated beams. Cusps are transient and produce a
beam along a single direction, while kinks propagate
around the loop, beaming over a fanlike range of directions.
The beam opening angle is

θm ¼ ½g2fð1þ zÞl&−1=3; ð3Þ

where g2 ¼
ffiffiffi
3

p
=4 [46]. To guarantee self-consistency

(validity of the waveform), we require that θm < 1 rad,
which is equivalent to setting a lower limit on the frequency
for a fixed loop length. For kink-kink collisions, the
gravitational-wave emission is isotropic [48].
The burst rate of type i per unit loop size and per unit

volume can be decomposed into four factors:

dRi

dldV
¼ 2

l
Ni × nðl; tÞ × Δi × ð1þ zÞ−1: ð4Þ

The first factor accounts for an average of Ni gravitational-
wave burst events of type i produced per loop oscillation
time periodicity l=2. The second factor stands for the
number of loops per unit loop size and per unit volume at
cosmic time t:
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Cosmological signals II: cosmic strings

• Given a model for the distribution of cosmic string loops,  
 all of which radiate into GWs, 

ΩGW(t0, f ) =
16π(Gμ)2

3H2
0

∑
b

NbΓ(b)

ζ(qb)
×

+∞

∑
n=1

∫
n1−qbd z

(1 + z)5H(z)
n [ 2n

(1 + z)f
, t(z)],

A&A proofs: manuscript no. output

�11.5 �11.0 �10.5 �10.0 �9.5 �9.0 �8.5
log10 Gµ

0.0

0.5

1.0

1.5

2.0

2.5

3.0

P
os

te
ri
or

d
is

tr
ib

u
ti
on

BOS model

LRS model

BOS+SMBHB model

LRS+SMBHB model

Fig. 15: Comparison of the string tension posteriors for the two
string models (BOS and LRS) in case (i), Nc = 2 and Nk = 0
(� = 57). Solid lines assume only a cosmic string background,
dashed lines assume both a population of GW-driven circular
SMBHBs and cosmic strings.

of Eq. (3). The posteriors of the two background parameters
(log10 A, log10 Gµ) are highly correlated, since both provide a
possible explanation for the detected signal. As a result, the pos-
terior on log10 Gµ no longer has compact support, but a tail to
lower values (see the dashed lines in Fig. 16). We therefore ex-
tract the 95-quantile of the string tension posterior to obtain an
upper bound of log10 Gµ < �9.77 (resp. �10.44) for the BOS
(resp. LRS) models.

The DR2new dataset exhibits a shallower slope for the PSD
of the common red signal than DR2full. While cosmic strings
were a good fit to the common red signal of 6 pulsars of DR2full
(Leclere et al. 2023), this is no longer true for DR2new. This
is because the predicted SGWB PSD is generally steeper than
the measured correlated red signal in the data, as can be seen in
Fig. 16.

For case (ii), we obtain very similar results to those dis-
cussed in Leclere et al. (2023). Namely, we obtain quasi non-
informative posteriors for Nk, showing that the data can be
equally explained by a population of kinky loops with Nk & 120.
In other words, we cannot extract any upper bound on the num-
ber of kinks, since this quantity is degenerate with Gµ.

4.3. Implications on background from turbulence around the

QCD energy scale

Turbulence can arise in the early Universe in the aftermath of a
first-order phase transition (Witten 1984; Kamionkowski et al.
1994), or can be driven by pre-existing primordial magnetic
fields (Quashnock et al. 1989; Brandenburg et al. 1996). If the
(magneto-)hydrodynamic turbulence were present around the
QCD epoch, when the Universe had a temperature of T⇤ ⇠ 100
MeV, it would generate a GWB in the PTA band. The character-
istic scale of the turbulence, determining the characteristic GW
frequency, is in fact related to the (comoving) Hubble radius at
that epoch �⇤ ' O(H�1

⇤ ), where

H⇤ ' 10�8 T⇤
100 MeV

✓
g⇤
10

◆ 1
6

Hz, (20)

and g⇤ denotes the number of relativistic degrees of freedom.
If a large lepton asymmetry and/or primordial magnetic fields

were present in the early Universe, the QCD phase transition
might have been of first order (Schwarz & Stuke 2009; Wygas
et al. 2018; Middeldorf-Wygas et al. 2020, 2022; Vovchenko
et al. 2021; Cao 2023). In this case, one would expect additional
sources of GWs, from the collision of broken phase bubbles and
the subsequent development of sound waves in the primordial
fluid (Kosowsky et al. 1992; Kosowsky & Turner 1993; Caprini
et al. 2008; Huber & Konstandin 2008; Jinno & Takimoto 2017;
Cutting et al. 2018; Hindmarsh et al. 2014, 2015, 2017). This
was analysed for PTAs, e.g. in Moore & Vecchio (2021); Arzou-
manian et al. (2021); Xue et al. (2021). In what follows, we focus
on the GWB generated by decaying (M)HD turbulence.

4.3.1. Description of the model

The presence of bulk velocity and magnetic fields produce
anisotropic stresses, which in turn act as a source of GWs
(Kamionkowski et al. 1994; Kosowsky et al. 2002; Dolgov et al.
2002; Caprini & Durrer 2006; Gogoberidze et al. 2007; Caprini
et al. 2009). This has been recently studied via numerical simu-
lations in Roper Pol et al. (2020a,b); Brandenburg et al. (2021);
Roper Pol et al. (2022a). In particular, Roper Pol et al. (2022a)
show that the envelope of the GWB produced by decaying
MHD turbulence can be estimated analytically, assuming that
the anisotropic stresses from the velocity and magnetic fields
vary more slowly than the dynamical production of GWs. This
was also validated by numerical simulations of purely kinetic
turbulence in Auclair et al. (2022). This assumption leads to the
following GWB signal:

⌦GW( f ) = 3A⌦2
⇤
�
�⇤H⇤

�2
FGW,0 S turb(�⇤ f ), (21)

where ⌦⇤ is the ratio of the (M)HD turbulent energy density
to the radiation one, and �⇤H⇤ is the ratio of the characteristic
length scale of the turbulence, �⇤, to the comoving Hubble hori-
zon H�1

⇤ at the QCD epoch. The parameter A ' 1.75 ⇥ 10�3 is
the e�ciency of GW production,7 estimated in Roper Pol et al.
(2022a). The function FGW,0 is the fractional radiation energy
density at the epoch of GW generation to its value at the present
time. It depends on the temperature scale T⇤ via the number of
degrees of freedom g⇤,

FGW,0 ' 8 ⇥ 10�5
✓10

g⇤

◆1/3
. (22)

The spectral shape of the GWB signal, S turb( f ), is

S turb(�⇤ f ) =B ��⇤ f
�3

p⇧(�⇤ f )

⇥
(

ln2⇥1 +H⇤ �tfin/(2⇡)
⇤
, if f < 1/�tfin,

ln2⇥1 + �⇤H⇤/(2⇡�⇤ f )
⇤
, if f � 1/�tfin,

(23)

where B ' 50
�
�⇤H⇤

��2 is a normalising factor, and �tfin denotes
the e↵ective duration of the turbulence. The latter can be esti-
mated, from the numerical simulations performed in Roper Pol
et al. (2022a), to be �tfin ' 2�⇤/

p
1.5⌦⇤. The function p⇧(�⇤ f )

in Eq. (23) denotes the spectrum of the anisotropic stresses. For
solenoidal fields (e.g., a primordial magnetic field or vortical
bulk fluid motion) characterised by a typical correlation scale of
the order of the turbulence scale �⇤, it is constant for f < 1/�⇤.
Furthermore, it decays as f

�11/3 for f & 1/�⇤, if the turbulence
7 This estimate is conservative since it only considers the decaying
stage of turbulence. Numerical simulations find larger values when in-
cluding a stage of turbulence production (Roper Pol et al. 2020b; Kah-
niashvili et al. 2021; Roper Pol et al. 2022b)
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Fig. 16: The SGWB spectra (in terms of log10 h
2⌦gw) for four di↵erent early Universe SGWB models considered in this paper.

BOS/LRS correspond to a cosmic string background with Nc = 2 and Nk = 0 (� = 57), and log10 Gµ = �10.1/�10.6. The
GWB from turbulence is plotted in solid line for �⇤H⇤ = 1, ⌦⇤ = 0.3, and T⇤ = 140 MeV. The inflationary spectra is shown
for log10 r = �13.1 and nT = 2.4 (maximum a posteriori value). The nine first Fourier bins posteriors of the common signal are
represented by the gray violin areas.

is of the Kolmogorov type, as we assume here. Hence, the re-
sulting spectral shape of the GWB in Eq. (21) presents three
power laws: f

3 at frequencies below the inverse e↵ective dura-
tion of the turbulence f < 1/�tfin, f at intermediate frequencies
1/�tfin < f < 1/�⇤, and f

�8/3 at large frequencies f > 1/�⇤.
The GWB produced from vortical (M)HD turbulence is

therefore determined by three parameters: the temperature scale
T⇤, the turbulence strength ⌦⇤, and the turbulence characteris-
tic length scale �⇤H⇤. By causality, �⇤H⇤ is bound to be smaller
than one. In general, also ⌦⇤ . 1, otherwise turbulence would
change the dynamics of the Universe. However, note that the
template described above has been validated in principle only
for non-relativistic plasma motions, for which ⌦⇤ . O(0.1).

4.3.2. Analysis results

As in subsection 4.1, here we use the fast free spectrum anal-
ysis method on DR2new data to constrain the model, consid-
ering the nine first Fourier bins of the RMS spectrum of Fig-
ure 1. We use log10-uniform priors for the model parame-
ters, choosing log10(�⇤H⇤) 2 [�3, 0], log10⌦⇤ 2 [�2, 0], and
log10(T⇤/1MeV) 2 [1, 3]. The 2D-posteriors obtained are shown
in Figure 17.

For values of ⌦⇤ below 0.1, the model can only explain the
level of correlated noise at the lowest frequency bin if the am-
plitude of the spectrum is su�ciently high. This can be achieved
only if �⇤H⇤ is close to 1 and the peak frequency lies within
the PTA frequency range, implying T⇤ ⇠ 60 MeV. However, at
frequencies around the peak, the signal corresponds to a power
spectral density for the residuals steeper than � ⇠ 4, which can-
not fit the data well. For this reason, values of ⌦⇤ . 0.1 are
disfavoured.

For larger values of ⌦⇤, the f
3 part of the spectrum at fre-

quencies below �t�1
fin /

p
⌦⇤/(�⇤H⇤)⇥H⇤(T⇤) can enter the PTA

band with a su�ciently high amplitude. Furthermore, the dis-
tance between the break at �t�1

fin and the spectral peak at 1/�⇤ be-
comes minimal in the limit ⌦⇤ ⇠ 1. Both of these characteristics
lead to a better fit to the data. This is recovered in the posteriors
of Figure 17, together with the degeneracy between �⇤H⇤ and
⌦⇤ from the signal amplitude (see Equation 21), and the degen-
eracy between �⇤H⇤ and T⇤ from the break at 1/�tfin (note that
the dependence of the latter on

p
⌦⇤ is subdominant).

The model therefore provides a good fit to the data in the
limit of large ⌦⇤, close to the upper bound of the prior. The ex-
tension of the dataset to longer observation time will be crucial
for further constraining this model at low frequencies.

4.4. Implications on the 2nd-order GWB produced by

primordial curvature perturbations

It is well-known that scalar, vector and tensor modes of the per-
turbed metric do not mix at linear order of the Einstein equations
(Lifshitz 1946; Baumann 2022). However, scalar curvature per-
turbations will source propagating tensorial modes (GWs) at the
2nd order in perturbation theory (Tomita 1967; Matarrese et al.
1993, 1998; Noh & Hwang 2004; Carbone & Matarrese 2005;
Ananda et al. 2007; Baumann et al. 2007). Such scalar curvature
perturbations and associated primordial density fluctuations in-
evitably exist in the Universe and can be directly constrained by
observations of the CMB. The latest Planck data (Planck Col-
laboration et al. 2020b) suggests that the power spectrum of the
curvature perturbations is nearly scale-invariant with the ampli-
tude A⇣ ⇠ 2 ⇥ 10�9, which implies a marginal energy-density
of the generated GWB. Specifically, when projected to the PTA
sensitivity band, the fractional contribution of the energy density
in the associated GWs becomes ⌦gw ⇠ 10�17, which is practi-
cally non-detectable by current experiments. On the other hand,
some models of inflation (see, for example, Di & Gong 2018;
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Cosmological signals III: 1st order phase transition 
sourced by turbulence

• The shape of  depends on (at least) 3 parameters:ΩGW( f )

temperature of universe when 1st order PT occurred (~QCD) 
 = characteristic length scale of turbulence relative to Hubble horizon 

= ratio of turbulent energy density to radiation energy density (measure of strength 
       of the phase transition)

T* =
λ*ℋ*
Ω*
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Fig. 17: 2D-posteriors for the parameters of the background from
turbulence around the QCD energy scale obtained using a free
spectrum fit on DR2new data. The 68% and 95% credible regions
are displayed.

Byrnes et al. 2019; Braglia et al. 2020; Yi & Fei 2023, and ref-
erences therein) make it possible to produce a sharp increase in
the power spectrum of primordial curvature perturbations over
many orders of magnitude at small scales.

While the CMB is only capable of directly sampling large
cosmological scales with k ⇠ 10�3 � 10�1 Mpc�1, small scales
stay largely uncovered. PTAs provide a unique opportunity to
complement the CMB measurements by indirectly probing the
scalar curvature perturbations in a scale range k ⇠ 106 �
108 Mpc�1 through the second-order generated GWB, and to
place bounds on the steepest possible growth of the power spec-
trum as well as corresponding models of inflation (Saito &
Yokoyama 2009; Bugaev & Klimai 2011; Chen et al. 2020; Dan-
doy et al. 2023; Zhao & Wang 2023).

In this work, we consider two models of the primordial cur-
vature power spectrum:

– monochromatic

P⇣ = A⇣�(logk/k⇤) (24)

where A⇣ is a dimensionless amplitude and k
⇤ is a wavenum-

ber at which the monochromatic power spectrum has a
Dirac-delta peak.

– powerlaw

P⇣ = A
10yr
⇣

 
k

k10yr

!(ns�1)

(25)

where ns characterizes the slope and k
10yr is a normalizing scale

k10yr = 2⇡/(10yr⇥ c), so that A
10yr
⇣ corresponds to dimensionless

amplitude at ten years.
In the first scenario, a semi-analytical solution for the in-

duced spectrum of GWB exists and is given by (Kohri & Terada

2018):

⌦GW

 
f =

kc

2⇡

!
=

3A
2
⇣

64

 
4 � k̃

2

4

!2

k̃
2
⇣
3k̃

2 � 2
⌘
⇥(2 � k̃)⇥

⇥
0
BBBBB@⇡

2(3k̃
2 � 2)2⇥(2

p
3 � 3k̃) +

 
4 + (3k̃

2 � 2)2 log
�����1 �

4
3k̃2

�����

!21CCCCCA

(26)

where k̃ = k/k⇤ and ⇥ is the Heaviside theta function. In spite of
being nonphysical, the �-function peak approximately describes
the maximum of the produced GWB in the inflationary model
with the steepest possible k

4 growth of a spectral peak in the
single-field inflation at small scales (see Figure 7 in Byrnes et al.
2019).

In the second case of a more general (and more realistic)
power-law spectrum, the result can only be obtained numerically
(Kohri & Terada 2018):

⌦GW

 
f =

kc

2⇡

!
= Q(ns)A

10yr
⇣

 
k

k10yr

!2(ns�1)

(27)

where Q(ns) is the scaling factor which can be evaluated in a
range of ns using interpolation points from Table 1 of Kohri &
Terada (2018).

After its production, the GWB is damped due to quantum
interactions with the particles of the primordial plasma at the
radiation-dominated epoch, and redshifted inversely proportion-
ally to the scale factor (as it also occurs to radiation) starting
from the epoch of matter-radiation equality (Saikawa & Shirai
2018). The present value of the fractional energy density is then:

⌦0
GW = 2⌦0

r

 
g⇤(T )

g⇤(Teq)

!  
g⇤s(T )

g⇤s(Teq)

!� 4
3

⌦GW (28)

where T is the temperature of the Universe at the moment when
structures of a typical size 1/k re-enter the horizon8, Teq is the
temperature of the Universe at the epoch of matter-radiation
equality, g⇤ and g⇤s are relativistic degrees of freedom and de-
grees of freedom in entropy, respectively. The final expression
for the auto-power spectral density of the timing residuals is:

S ( f ) =
H

2
0

8⇡4

⌦0
GW( f )

f 5 , (29)

where H0 is the Hubble constant at the present epoch.
The outlined formalism was applied to the DR2new version

of the latest EPTA dataset. The number of frequency compo-
nents which was used for the Fourier representation of the signal
was fixed to 30. We have chosen broad uninformative priors for
the parameters: uniform in [�5, 3] for log10 A⇣ and log10 A

10yr
⇣ ,

uniform in [4, 12] for log10(k⇤/Mpc�1), and uniform in [0.4, 2.4]
for ns. Boundaries for the latter are constrained by the limita-
tions of the numerical approximation of the power law model.
For this analysis, we assumed that the common red noise pro-
cess detected in the latest EPTA dataset can be fully explained
by the 2nd-order scalar-induced GWs.

Results for monochromatic and power law models are shown
in Figures 18 and 19, respectively. The 2D posterior distribution
of the model parameters of the monochromatic model is depicted
8 We conservatively set the temperature at the epoch of production to
17.35 K.
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Physics of a thermal first order phase transition

Several processes during the phase transition
may generate GW
• Bubble collisions Turner and Wilczek 1990

• Sound waves Hindmarsh et al. 2014

• In strong phase transitions, shocks may
convert the acoustic phase into a turbulent
one Pen and Turok 2016

Purpose of the paper:
• provide templates for the future LISA GW
detector.

• More specifically, we model decaying
turbulence semi-analytically and validate
with massively parallel numerical
simulations

Credits: Hindmarsh et al. 2014
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Roper Pol et al. (2022a)

•  And defined, for turbulence, by three power laws:  
     at frequencies below the inverse effective duration of the  
     turbulence ,  
      at intermediate frequencies  
      at large frequencies  (Kolmogorov turbulence)

f3

f < 1/δtfin
f 1/δtfin < f < 1/λ*,
f −8/3 f > 1/λ*

• Analysed with  -uniform priors for the model parameters,  
 

 

log10
log10(λ*ℋ*) ∈ [−3,0]
log10 Ω* ∈ [−2,0]
log10(T*/1MeV) ∈ [1,3]

• small values of  disfavoured. At larger values, the  part 
of the spectrum enters the PTA band with sufficiently high  
amplitude, and can provide a good fit to the data

Ω* f3
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Fig. 16: The SGWB spectra (in terms of log10 h
2⌦gw) for four di↵erent early Universe SGWB models considered in this paper.

BOS/LRS correspond to a cosmic string background with Nc = 2 and Nk = 0 (� = 57), and log10 Gµ = �10.1/�10.6. The
GWB from turbulence is plotted in solid line for �⇤H⇤ = 1, ⌦⇤ = 0.3, and T⇤ = 140 MeV. The inflationary spectra is shown
for log10 r = �13.1 and nT = 2.4 (maximum a posteriori value). The nine first Fourier bins posteriors of the common signal are
represented by the gray violin areas.

is of the Kolmogorov type, as we assume here. Hence, the re-
sulting spectral shape of the GWB in Eq. (21) presents three
power laws: f

3 at frequencies below the inverse e↵ective dura-
tion of the turbulence f < 1/�tfin, f at intermediate frequencies
1/�tfin < f < 1/�⇤, and f

�8/3 at large frequencies f > 1/�⇤.
The GWB produced from vortical (M)HD turbulence is

therefore determined by three parameters: the temperature scale
T⇤, the turbulence strength ⌦⇤, and the turbulence characteris-
tic length scale �⇤H⇤. By causality, �⇤H⇤ is bound to be smaller
than one. In general, also ⌦⇤ . 1, otherwise turbulence would
change the dynamics of the Universe. However, note that the
template described above has been validated in principle only
for non-relativistic plasma motions, for which ⌦⇤ . O(0.1).

4.3.2. Analysis results

As in subsection 4.1, here we use the fast free spectrum anal-
ysis method on DR2new data to constrain the model, consid-
ering the nine first Fourier bins of the RMS spectrum of Fig-
ure 1. We use log10-uniform priors for the model parame-
ters, choosing log10(�⇤H⇤) 2 [�3, 0], log10⌦⇤ 2 [�2, 0], and
log10(T⇤/1MeV) 2 [1, 3]. The 2D-posteriors obtained are shown
in Figure 17.

For values of ⌦⇤ below 0.1, the model can only explain the
level of correlated noise at the lowest frequency bin if the am-
plitude of the spectrum is su�ciently high. This can be achieved
only if �⇤H⇤ is close to 1 and the peak frequency lies within
the PTA frequency range, implying T⇤ ⇠ 60 MeV. However, at
frequencies around the peak, the signal corresponds to a power
spectral density for the residuals steeper than � ⇠ 4, which can-
not fit the data well. For this reason, values of ⌦⇤ . 0.1 are
disfavoured.

For larger values of ⌦⇤, the f
3 part of the spectrum at fre-

quencies below �t�1
fin /

p
⌦⇤/(�⇤H⇤)⇥H⇤(T⇤) can enter the PTA

band with a su�ciently high amplitude. Furthermore, the dis-
tance between the break at �t�1

fin and the spectral peak at 1/�⇤ be-
comes minimal in the limit ⌦⇤ ⇠ 1. Both of these characteristics
lead to a better fit to the data. This is recovered in the posteriors
of Figure 17, together with the degeneracy between �⇤H⇤ and
⌦⇤ from the signal amplitude (see Equation 21), and the degen-
eracy between �⇤H⇤ and T⇤ from the break at 1/�tfin (note that
the dependence of the latter on

p
⌦⇤ is subdominant).

The model therefore provides a good fit to the data in the
limit of large ⌦⇤, close to the upper bound of the prior. The ex-
tension of the dataset to longer observation time will be crucial
for further constraining this model at low frequencies.

4.4. Implications on the 2nd-order GWB produced by

primordial curvature perturbations

It is well-known that scalar, vector and tensor modes of the per-
turbed metric do not mix at linear order of the Einstein equations
(Lifshitz 1946; Baumann 2022). However, scalar curvature per-
turbations will source propagating tensorial modes (GWs) at the
2nd order in perturbation theory (Tomita 1967; Matarrese et al.
1993, 1998; Noh & Hwang 2004; Carbone & Matarrese 2005;
Ananda et al. 2007; Baumann et al. 2007). Such scalar curvature
perturbations and associated primordial density fluctuations in-
evitably exist in the Universe and can be directly constrained by
observations of the CMB. The latest Planck data (Planck Col-
laboration et al. 2020b) suggests that the power spectrum of the
curvature perturbations is nearly scale-invariant with the ampli-
tude A⇣ ⇠ 2 ⇥ 10�9, which implies a marginal energy-density
of the generated GWB. Specifically, when projected to the PTA
sensitivity band, the fractional contribution of the energy density
in the associated GWs becomes ⌦gw ⇠ 10�17, which is practi-
cally non-detectable by current experiments. On the other hand,
some models of inflation (see, for example, Di & Gong 2018;
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Spectra for maximum a posteriori parameter values,  
all assuming primordial background to be the only source of GWs
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Figure 2. Bayes factors for the model comparisons between the new-physics interpretations of the signal considered in this
work and the interpretation in terms of SMBHBs alone. Blue points are for the new physics alone, and red points are for the
new physics in combination with the SMBHB signal. We also plot the error bars of all Bayes factors, which we obtain following
the bootstrapping method outlined in Section 3.2. In most cases, however, these error bars are small and not visible.

The first factor is the Savage–Dickey density ratio
and can hence be identified as the Bayes factor B =
P (D|H)/P (D|H0), where H0 is the model that results
from model H when omitting the signal contribution
controlled by the parameter ✓. The K ratio can thus be
written as the product of the global Bayes factor and
the local posterior-to-prior ratio for the parameter ✓,

K(✓) = B P (✓|D, H)

P (✓|H)
. (12)

Once B is known, it is straightforward to evaluate
Eq. (12) and determine the K-ratio bound on ✓. Eq. (12)
is useful for numerically evaluating K, as it automati-
cally encodes the height of the plateau in the marginal-
ized posterior, P (✓0|D, H) = P (✓|H)/B, which we would
otherwise have to obtain from a fit to our MCMC data.
However, we stress that K is defined as a likelihood
ratio, which renders it immune to prior e↵ects (prior
choice, range, etc.; Azzalini 1996). For more than one
parameter dimension, we proceed analogously and de-
rive bounds based on the criterion K(⇥) > 1/10.

All Bayesian inference analyses discussed in this work
were implemented into ENTERPRISE via a newly devel-
oped wrapper that we call PTArcade (Mitridate et al.
2023a,b). This wrapper is intended to allow easy im-
plementation of new-physics searches in PTA data. We
make this wrapper publicly available at https://doi.org/
10.5281/zenodo.7876429. Similarly, all MCMC chains
analyzed in this work can be downloaded at https:
//zenodo.org/record/8010909.

4. GWB SIGNAL FROM SMBHBs

Most galaxies are expected to host a supermassive
black hole (SMBH) at their center (Kormendy & Ho
2013; Akiyama et al. 2019). During the hierarchical
merging of galaxies taking place in the course of struc-
ture formation (White & Rees 1978), these black holes
are expected to sink to the center of the merger rem-
nants, eventually forming binary systems (Begelman
et al. 1980). The gravitational radiation emitted by this
population of inspiraling SMBHBs forms a GWB in the
PTA band (Rajagopal & Romani 1995; Ja↵e & Backer
2003; Wyithe & Loeb 2003) and is a natural candidate
for the source of the signal observed in our data.

The shape and normalization of this GWB depend
on the properties of the SMBHB population and on its
dynamical evolution (Enoki & Nagashima 2007; Sesana
et al. 2008; Kocsis & Sesana 2011; Kelley et al. 2017).
As discussed in NG15smbh, the normalization is pri-
marily controlled by the typical masses and abundance
of SMBHBs, while the shape of the spectrum is de-
termined by subparsec-scale binary evolution, which is
currently unconstrained by observations. For a popula-
tion of binaries whose orbital evolution is driven purely
by GW emission, the resulting timing residual PSD is
a power law with a spectral index (defined below in
Eq. (13)) of ��BHB = �13/3 (Phinney 2001), produced
by the increasing rate of inspiral and decreasing num-
ber of binaries emitting over each frequency interval.
However, as GW emission alone is typically insu�cient
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EPTA Bayes factors follow a similar trend (but differ in the details),  
private communication H.Quelquejay-Leclere



Conclusions part 1

Key messages: 
●  H0 constraint still driven by the bright siren GW170817, but dark sirens are already making 

a significant difference. 
●  Without very good sky localizations, results are sensitive to BH population model 

parameters. 
●  For O4 and beyond: higher GW event rates - plus deeper galaxy surveys and improved 

(cosmo+pop) modelling   

Using	GWTC-1																																																																																										

Simone	Mastrogiovanni	-	Vulcano	Workshop	2022	-	Sept	26th	Elba	Island	

GW	cosmology	aNer	GWTC-3:	Conclusions	
Using	GWTC-3	 

+30	GW	events	
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Key messages from O3: 

• H0 constraint still driven by bright siren GW170817, but dark sirens are already making a significant difference 
•  Without very good sky localizations, results are sensitive to BH population model parameters.  
 
For O4 and beyond: higher GW event rates & plus deeper galaxy surveys and improved (cosmo+pop) modelling 

• Different ways to extract information on H0 and modified gravity using GWs.

• Same methods can be used to constrain propagation effects in modified gravity

• Bright/dark siren (galaxy catalogue) methods will become less viable for sources at high z

• BBH, BNS populations. Cosmology hand in hand with astrophysics

More generally:

• Number of effects to consider: overlapping sources and parameter estimation; higher order 
modes; precessing spins; waveform accuracy ? etc



Conclusions part 2

• In the next 2 years, IPTA will have probably confirm the detector of a GW background. 
• Very exciting times ahead to understand its origin, astrophysical or cosmological or both. 
 





Expectation

Pair instability supernovae process 
        – at sufficiently high temperatures, electron positron pairs produced.  
        – Lowers pressure inside star, which collapses.  
        – Expected to leave no BH remnant in range  

Sec. 2.1.2 demonstrated that tightly bound binaries of compact objects produce
(relatively) large metric perturbations. Are there processes in nature that generate
these sources? The recent GW detections established their existence, but their origin
is still not well-understood. The standard paradigm for compact binary formation
relies on a series of orchestrated steps. – the formation of the two compact objects,
the formation of the binary system, and a mechanism that brings them in close orbit.
As we will see, the progenitors can already constitute a binary system. Here the
difficulty lies, for instance, in the (possibly highly energetic) transformation from star
(or core) to compact object that has to leave the other component intact. We begin
by highlighting physical processes relevant to the creation of compact objects.

Over the course of its lifetime, a star loses mass due to stellar wind that ejects
particles out of its atmosphere. If Z is the metallicity of a star, the mass loss
ṁ depends roughly as ṁ / Z

↵, for ↵ ranging between 0.5 and 1 [15, 317, 327].
Metal-free stars are thus generally heavier than high-metallicity stars at the end of
their life. Other effects as the luminosity (via electron scattering) [260, 501, 500],
rotation [345, 143, 330, 331] or surface magnetic fields [413] contribute to the final
pre-supernova mass.

If the core’s mass is sufficiently high, the electron pressure cannot counter the
gravitational pressure, and the core collapses. If the large amount of released grav-
itational energy is efficiently transferred to the envelope a core-collapse supernova
occurs. Although many studies have explored this process, its uncertainties are still
considerable [354]. The compactness of the star’s core11 determines approximately
whether the star will explode as a supernova or collapse directly and form a black
hole. Whereas the latter process leaves a heavy black hole remnant, the former gives
rise to low-mass neutron stars or black holes.

The pair-instability supernovae process is another process at the end of a star’s
life and occurs in Helium cores of masses exceeding 63M� [63, 239, 426]. These
cores have sufficiently high temperatures to generate electron-positron pairs. This
pair creation reduces the light pressure (opposing the gravitational pressure) and
leads to the disruption of the star, leaving no black hole (BH) remnant [394, 105,
251, 272, 493, 448, 301]. However, if the helium core mass is above 130M�, the
pair creation direct collapses the core to a BH [522]. This instability leads to the
expectation that the BH mass distribution vanishes in the interval of ⇠ [50, 120] M�,
this is referred to as the mass gap.12 The lower bound of this interval has significant
theoretical uncertainties of the order 15M� [216, 217], resulting from uncertainties
in the reaction rates of carbon 12C and oxygen 16O [184].

Another closely related process of stellar black hole formation is the pulsational
pair-instability supernova [63, 523, 272, 525, 135, 134, 141, 524, 527] (which are less
understood than pair-instability supernovae – consider [522] for a review). This
process is also driven by the pair-instability, but the nuclear flashes produce not
enough energy to disrupt the star entirely. After a series of pulses, the core regains
its equilibrium. The resulting core masses follow a narrow distribution between 35
and 50 M� [522], eventually leading to a BH mass of that order. Metal-free zero-age
main sequence stars with a mass range of 110 to 140 M� undergo the pulsational
pair instability-supernova (PISN), whereas 140 to 260 M� stars undergo a PISN

11See [395] for the introduction of the compactness parameter as a proxy for the supernova and
[492] for a threshold value. However, more elaborated simulations of a core-collapse supernova show
that further investigation is needed [117].

12The source frame mass distributions of app. A.1 and used in later sections are motivated by this
process.

22

Pulsational pair instability supernovae process (PISN):
  – star not totally disrupted, but only partially.
  – after a series of pulses, final expectation is set of BHs ∼ [35 − 45]M⊙

●  Massive	stars	shed	mass	in	‘pulses’.	

●  Produce	stars	of	similar	mass,	which	collapse	
to	form	black	holes	around	~	35	to	45	M⊙	

Pile-up  
peak 

PulsaBonal	pair	instability	

Simone	Mastrogiovanni	-	Vulcano	Workshop	2022	-	Sept	26th	Elba	Island	

Credit: LVK BBHs population webinar 2021 
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Figure 1. Graphical representations of the various mass distributions described in Section 3.1. Multi Spin, a model of both
mass and spin, is similar to the mass distribution of Power Law + Peak, with a sharp lower mass cutoff rather than the
smooth low mass turn-on.

two components: an isotropic component designed
to model dynamically assembled binaries, and a
second component in which the spins are preferen-
tially aligned with the orbital angular momentum,
as expected for isolated field binaries.4 For this lat-
ter component, the spin tilt angles are distributed
as a truncated Gaussian peaking when the black
hole spin is aligned to the orbital angular momen-
tum. We use this model in concert with the mass
models described above.

• Gaussian (5 parameters; Appendix D.2). While
the Default spin model is physically inspired, this
model, based on that of Miller et al. (2020), al-
lows us to fit the distribution of phenomenological
spin parameters �e↵ (“the effective inspiral spin
parameter,” Eq. 5) and �p (“the precession spin pa-
rameter,” Eq. 6), assuming that their distribution
is jointly described as a bivariate Gaussian. The
ensemble properties of �e↵ and �p allow us to con-
clude that the BBHs in GWTC-2 exhibit general
relativistic spin-induced precession of the orbital
plane (�p > 0), and that some systems have compo-
nent spins misaligned by more than 90� (�e↵ < 0)
relative to their orbital angular momentum.

• Multi Spin (12 spin parameters, 10 mass pa-
rameters; Appendix D.3). This model allows for
multiple subpopulations of BBH systems with dis-
tinct mass and spin distributions. Specifically, this
model assumes a Truncated power-law mass dis-
tribution with the additional presence of a 2-D

4
Throughout the paper, spin tilt is measured at a reference

frequency of 20Hz for all events except GW190521, for which

the spin tilt is measured at 11Hz (see discussion in Abbott et al.

2020d). We verified that for GW190521, the difference between

the spin measurements at 20Hz and 11Hz are smaller than the

systematic uncertainty between the waveform models.

Gaussian subpopulation in m1 and m2, truncated
such that m1 � m2. While similar to the Power
Law + Peak mass model, there is no smooth turn
on and the mass ratio distribution is allowed to
differ between each subpopulation. Most impor-
tantly, the two subpopulations have independently
parameterized Default spin distributions. We use
this model to test whether the BBH spin distri-
bution varies as a function of mass as expected if
higher-mass systems are the products of hierarchi-
cal mergers.

3.3. Redshift evolution

• Non-Evolving (0 parameters). Our default
model posits that the merger rate is uniform in
comoving volume.

• Power-law Evolution (1 parameter; Ap-
pendix E). Following Fishbach et al. (2018), the
merger rate density is described by a power-law in
(1 + z) where z is redshift. Given the finite range
of Advanced LIGO and Virgo to BBH mergers, we
only expect to constrain the redshift evolution at
redshifts z . 1 (Abbott et al. 2013). The farthest
event in our analysis is likely GW190706_222641,
at redshift z = 0.79+0.31

�0.28.

4. METHOD

We adopt a hierarchical Bayesian approach, marginal-
izing over the properties of individual events to measure
parameters of the population models described above;
see, e.g., (Thrane & Talbot 2019; Mandel et al. 2019; Vi-
tale 2020). Given data {di} from Ndet gravitational-wave
detections, the likelihood of the data given population
parameters ⇤ is (Loredo 2004; Mandel et al. 2019; Thrane
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Figure 9. S/N growth as a function of time and number of
pulsars. As we move from left to right we add an additional
six months of data at each step. New pulsars are added
when they accumulate three years of data. The blue violin
plot shows the distribution of the optimal statistic S/N over
curn� noise parameters. The dashed orange line shows the
number of pulsars used for each time slice.

the lowest frequencies of our data are dominated by the
GWB, the optimal statistic S/N should grow with the
square root of the time span of the data and linearly
with the number of pulsars in the array (Siemens et al.
2013); in this regime increasing the number of pulsars is
the best way to boost PTA sensitivity to the GWB. To
verify that this is indeed the case, we analyze “slices”
of the data set in six-month increments, starting from
a six-year data set. Once a new pulsar accumulates
three years of data, we add it to the array. We per-
form a separate Bayesian curn� analysis for each slice
and calculate the Hellings–Downs optimal statistic over
the noise-parameter posterior. In Figure 9, we plot the
S/N distributions against time span and the number of
pulsars. As expected, we observe essentially monotonic
growth associated with the increase in the number of
pulsars.

The signal should also be consistent between tim-
ing observations made with Arecibo and GBT. To test
this, we analyze the two split-telescope data sets (see
App. A); both show evidence of common-spectrum ex-
cess noise. Figure 10 shows Arecibo (orange) and GBT
(green) curn� posteriors, which are broadly consistent
with each other and with full-data posteriors (blue).
Arecibo yields log10 A = �14.02+0.18

�0.22 and � = 2.78+0.70
�0.64

(medians with 68% credible intervals), while GBT yields
log10 A = �14.2+0.15

�0.17 and � = 3.37+0.40
�0.38.

The split-telescope data sets are significantly less sen-
sitive to spatial correlations than the full data set, be-
cause they have fewer pulsars and therefore pulsar pairs
(see Figure 12 of App. A). Nevertheless, we can search
them for spatial correlations using the optimal statis-
tic. We find a noise-marginalized Hellings–Downs S/N
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Figure 10. curn� posterior distributions for Arecibo (or-
ange) and GBT (green) split-telescope data sets, and for the
full data set (blue). The dashed line marks �CURN = 13/3.
The posteriors for the split-telescope data sets are consistent
with each other and with the posteriors for the full data set.

of 2.9 for Arecibo and 3.3 for GBT, consistent with the
split-telescope data sets having about half the number
of pulsars as the full data set. The S/Ns for Arecibo
and GBT are comparable: while telescope sensitivity,
observing cadence, and distribution of pulsars all a↵ect
GWB sensitivity, the dominant factor is the number of
pulsars because the S/N scales linearly with the num-
ber of pulsars but only as / (�

p
c)�1/� , where � is the

residual root-mean-squared, and c is the observing ca-
dence (Siemens et al. 2013). We also note that the dis-
tributions of angular separations probed by Arecibo and
GBT are similar, although GBT observes more pulsar
pairs with large angular separations (see Figure 12).

6. DISCUSSION

In this letter we have reported on a search for an
isotropic stochastic GWB in the 15-year NANOGrav
data set. A previous analysis of the 12.5-year
NANOGrav data set found strong evidence for ex-
cess low-frequency noise with common spectral prop-
erties across the array, but inconclusive evidence for
Hellings–Downs inter-pulsar correlations, which would
point to the GW origin of the background. By con-
trast, the 12.5-year data disfavored purely monopo-
lar (clock-error–like) and dipolar (ephemeris-error–like)
correlations. Subsequent independent analyses by the
PPTA and EPTA collaborations reported results con-
sistent with ours (Goncharov et al. 2021a; Chen et al.
2021), as did the search of a combined data set (Anto-
niadis et al. 2022)—a syzygy of tantalizing discoveries
that portend the rise of low-frequency GW astronomy.

We analyzed timing data for 67 pulsars in the 15-year
data set (those that span > 3 years), with a total time
span of 16.03 years, and more than twice the pulsar pairs
than in the 12.5-year data set. The common-spectrum
stochastic signal gains even greater significance and is
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APPENDIX

A. ADDITIONAL DATA SET DETAILS

The observations included in the NANOGrav 15-year
data set were performed between July 2004 and August
2020 with the 305-m Arecibo Observatory (Arecibo), the
100-m Green Bank Telescope (GBT), and, since 2015,
the 27 25-m antennae of the Very Large Array (VLA).
We used Arecibo to observe the 33 pulsars that lie within
its declination range (0� < � < +39�); GBT to ob-
serve the pulsars that lie outside of Arecibo’s range,
plus J1713+0747 and B1937+21, for a total of 36 pul-
sars; the VLA to observe the seven pulsars J0437�4715,
J1600�3053, J1643�1224, J1713+0747, J1903+0327,
J1909�3744, and B1937+21. Six of these were also ob-
served with Arecibo, GBT, or both; J0437�4715 was
only visible to the VLA. Figure 12 shows the sky loca-
tions of the 67 pulsars used for the GWB search (top)
and the distribution of angular separations for the pulsar
pairs (bottom).

Initial observations were performed with the ASP
(Arecibo) and GASP (GBT) systems, with 64-MHz
bandwidth (Demorest 2007). Between 2010 and 2012,
we transitioned to the PUPPI (Arecibo) and GUPPI
(GBT) systems, with bandwidths up to 800 MHz (Du-
Plain et al. 2008; Ford et al. 2010). We observe pulsars
in two di↵erent radio-frequency bands in order to mea-
sure pulse dispersion from the interstellar medium: at
Arecibo, we use the 1.4 GHz receiver plus either the 430
MHz or 2.1 GHz receiver (and the 327 MHz receiver for
early observations of J2317+1439); at GBT, we use the
820 MHz and 1.4 GHz receivers; at the VLA, we use the
1.4 GHz and 3 GHz receivers with the YUPPI system.

In §5.4 we analyze also two split-telescope data sets:
33 pulsars for Arecibo, and 35 for GBT (excluding
J0614�3329, which was observed for less than three
years). For the two pulsars timed by both telescopes
(J1713+0747 and B1937+21), we partition the timing
data between the telescopes and obtain independent
timing solutions for each. We do not analyze a VLA-only
data set, which would have shorter observation spans
and significantly reduced sensitivity.

B. BAYESIAN METHODS & DIAGNOSTICS

The prior probability distributions assumed for all
analyses in this paper are listed in Table 1. We use
Markov chain Monte Carlo (MCMC) techniques to sam-
ple randomly from the joint posterior distribution of our
model parameters. Marginal distributions are obtained
simply by considering only the parameter of interest
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Figure 12. Top: Sky locations of the 67 pulsars used in the
15-year GWB analysis. Markers indicate which telescopes
observed the pulsar. Bottom: Distribution of angular sepa-
rations probed by the pulsars in the full data set (orange),
the Arecibo data set (blue), and the GBT data set (red).
Because Arecibo and GBT mostly observed pulsars at di↵er-
ent declinations, there are few inter-telescope pairs at small
angular separations, resulting in a deficit of pairs for the full
data set in the first bin.

in each sample. To assess convergence of our MCMC
runs beyond visual inspection we use the Gelman–Rubin
statistic, requiring R̂ < 1.01 for all parameters (Gelman
& Rubin 1992; Vehtari et al. 2021). We performed most
runs discussed in this paper with the PTMCMC sampler
(Ellis & van Haasteren 2017) and postprocessed sam-
ples with chainconsumer (Hinton 2016).

In NG12gwb we use an analytic approximation for the
uncertainty of marginalized-posterior statistics (Wilcox
2012). Here we instead adopt a boostrap approach:
we resample the original MCMC samples (with replace-
ment) to generate new sets that act as independent sam-
pling realizations. We then calculate the distributions of
the desired summary statistics (e.g., quantiles, marginal-
ized posterior values) over these sets. From these distri-
butions, we determine central values and uncertainties
(either medians and 68% confidence intervals, or means
and standard deviations).


