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Figure 6. Left: Posteriors of Fourier component variance �i for the curnfree (left) and hdfree (right) models (see §2), plotted
at their corresponding frequencies fi = i/T with T the 16.03-yr extent of the data set. Excess power is observed in bins 1–8
(somewhat marginally in bin 6); Hellings–Downs-correlated power in bins 1–5 and 8. The dashed line plots the best-fit power
law, which has � ' 3.2 (as in panel (d) of Figure 1); the fit is pushed to lower � by bins 1 and 8. The dotted line plots the best-fit
power law when � is fixed to 13/3; it overshots in bin 1 and undershots in bin 8. Right: Posteriors of variance �2 in Fourier
bin 2 (f2 = 3.95 nHz) in a curnfree + hdfree + monopolefree + dipolefree model, showing evidence of a quasi-monochromatic
monopole process (dashed). No monopole or dipole power is observed in all other bins of that joint model, with �CURN,i and
�HD,i posteriors consistent with the left panel.

in the left panel of Figure 6, where bin number i cor-768

responds to fi = i/T , with T = 16.03 yr the extent of769

the data set. For the purpose of illustration, we overlay770

best-fit power laws that thread the posteriors in a way771

similar to the factorized PTA likelihood of Taylor et al.772

(2022) and Lamb et al. (2023).773

We deem excess power, either uncorrelated for774

curnfree or correlated for hdfree, to be observed in a775

bin when the support of the posterior is concentrated776

away from the lowest amplitudes. No power of either777

kind is observed above f8, consistent with the presence778

of a floor of white measurement noise. Furthermore,779

no correlated power is observed in bins 6 and 7, where a780

power-law model would expect a smooth continuation of781

the trend of bins 1–5 (cf. the dashed fit of Figure 6): this782

may explain the drop in the Bayes factor. However, cor-783

related power reappears in bin 8, pushing the fit toward784

shallower slopes. Indeed, repeating the fit by omitting785

subsets of the bins suggests that the low recovered �HD786

is due mostly to bin 8 and to the lower-than-expected787

correlated power found in bin 1. Obviously, excluding788

those bins leads to higher �HD estimates.789

To explore deviations from a pure power law that may790

arise from statistical fluctuations of the astrophysical791

background or from unmodeled systematics (perhaps re-792

lated to the timing model), in App. D we relax the nor-793

mal ck prior (cf. Equation 3) to a multivariate Student’s794

t-distribution that is more accepting of mild outliers.795

The resulting estimate of �CURN peaks at a higher value796

and is broader than in curn� , with posterior medians797

and 5-95% quantiles of �CURN = 3.5+1.0
�1.0.798

Similarly, spectral turnovers due to interactions be-799

tween SMBHBs and their environments can result in800

reduced GWB power at lower frequencies, which might801

explain the slightly lower correlated power in bin 1. We802

investigate this hypothesis in App. E using the turnover803

spectrum of Sampson et al. (2015). For this curnturnover
804

model, the 15-year data favor a spectral bend below 10805

nHz (near f5), but the Bayes factor against the standard806

hd� is inconclusive.807

Future data sets with longer time spans and the com-808

parison of our data set with those of other PTAs should809

help clarify the astrophysical or systematic origin of810

these possible spectral features.811

5.3. Alternative correlation patterns812

Sources other than GWs can produce inter-pulsar813

residual correlations with spatial patterns other than814

HD. For example, errors in the solar-system ephemerides815

create time-dependent Roemer delays with dipolar cor-816

relations (Roebber 2019; Vallisneri et al. 2020), and er-817

rors in the correction of telescope time to an inertial818

timescale (Hobbs et al. 2012, 2020) create an identical819

time-dependent delay for all pulsars (i.e., a delay with820

monopolar correlations).821

Gair et al. (2014) showed that, for a pulsar array dis-822

tributed uniformly across the sky, HD correlations can823

be decomposed as824

�HD,ab =
1X

l=0

gl Pl(cos ⇠ab),825

g0 = 0, g1 = 0, gl =
3

2
(2l + 1)

(l � 2)!

(l + 2)!
for l � 2, (12)826
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Figure 1. Summary of the main Bayesian and optimal-statistic analyses presented in this paper, which establish multiple lines
of evidence for the presence of Hellings–Downs correlations in the 15-year NANOGrav data set. (a): Bayesian “free-spectrum”
analysis, showing posteriors (gray violins) of independent variance parameters for a Hellings–Downs-correlated stochastic process
at frequencies i/T , with T the total data set time span. The blue represents the posterior median and 1/2� posterior bandsa

for a power-law model; the dashed black line corresponds to a � = 13/3 (SMBHB-like) power-law, plotted with the median
posterior amplitude. See §3 for more details. (b): Posterior probability distribution of GWB amplitude and spectral exponent
in a HD power-law model, showing 1/2/3� credible regions. The value �GWB = 13/3 (dashed black line) is included in the 99%
credible region. The amplitude is referenced to fref = 1yr�1 (blue) and 0.1 yr�1 (orange). The dashed blue and orange curves
in the log

10
AGWB subpanel shows its marginal posterior density for a � = 13/3 model, with fref = 1yr�1 and fref = 0.1 yr�1,

respectively. See §3 for more details. (c): Angular-separation–binned inter-pulsar correlations, measured from 2,211 distinct
pairings in our 67-pulsar array using the frequentist optimal statistic, assuming maximum-a-posteriori pulsar noise parameters
and � = 13/3 common-process amplitude from a Bayesian inference analysis. The bin widths are chosen so that each includes
approximately the same number of pulsar pairs, and central bin locations avoiding zeros of the Hellings–Downs curve. This
binned reconstruction accounts for correlations between pulsar pairs (Romano et al. 2021; Allen & Romano 2022). The dashed
black line shows the Hellings–Downs correlation pattern, and the binned points are normalized by the amplitude of the � = 13/3
common process to be on the same scale. Note that we do not employ binning of inter-pulsar correlations in our detection
statistics; this panel serves as a visual consistency check only. See §4 for more frequentist results. (d): Bayesian reconstruction
of normalized inter-pulsar correlations, modeled as a cubic spline within a variable-exponent power-law model. The violins plot
the marginal posterior densities (plus median and 68% credible values) of the correlations at the knots. The knot positions are
fixed, and are chosen on the basis of features of the Hellings–Downs curve (also shown as a dashed black line for reference): they
include the maximum and minimum angular separations, the two zero crossings of the Hellings–Downs curve, and the position
of minimum correlation. See §3 for more details.
a Throughout we refer to the 68.3%, 95.4%, and 99.7% regions of distributions as 1/2/3� regions, even in two dimensions.
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Figure 3. Empirical background distribution of hd�-to-curn� Bayes factor (left, see §3) and noise-marginalized optimal
statistic (right, see §4), as computed by the phase-shift technique (Taylor et al. 2017) to remove inter-pulsar correlations. We
only compute 5,000 Bayesian phase shifts, compared to 400,000 optimal statistic phase shifts, because of the huge computational
resources needed to perform the Bayesian analyses. For the optimal statistic, we also compute the background distribution using
27,000 simulations (orange line) and compare to an analytic calculation (green line). Dotted lines indicate Gaussian-equivalent
2�, 3�, and 4� thresholds. The dashed vertical lines indicate the values of the detection statistics for the unshifted data sets.
For the Bayesian analyses, we find p = 10�3 (approx. 3�); for the optimal statistic analyses, we find p = 5 ⇥ 10�5–1.9 ⇥ 10�4

(approx. 3.5–4�).

ing a way to test the null hypothesis that no inter-pulsar539

correlations are present. The resulting background dis-540

tribution of Bayes factors is shown in the left panel of541

Figure 3—they exceed the observed value in five of the542

5,000 phase shifts (p = 10�3). We also performed sky543

scramble analyses (Cornish & Sampson 2016), which544

remove the dependence of inter-pulsar spatial correla-545

tions on the angular separations between the pulsars by546

attributing random sky positions to the pulsars. Sky547

scrambles generate a background distribution for which548

inter-pulsar correlations are present in the data but they549

are independent of the pulsars’ angular separations: for550

this distribution, we find p = 1.6⇥10�3. A detailed dis-551

cussion of sky scrambles and the results of these analyses552

can be found in App. F.553

As in NG12gwb, we also carried out a minimally mod-554

eled Bayesian reconstruction of the inter-pulsar correla-555

tion pattern, using spline interpolation over seven spline-556

knot positions. The choice of seven spline-knot posi-557

tions is based on features of the Hellings-Downs pattern:558

two correspond to the maximum and minimum angular559

separations (0� and 180�, respectively), two are chosen560

to be at the theoretical zero crossings of the Hellings–561

Downs pattern (49.2� and 121.8�), one is at the theo-562

retical minimum (82.5�), and the final two are between563

the end points and zero crossings (25� and 150�) to al-564

low additional flexibility in the fit. Panel (d) of Fig-565

ure 1 shows the marginal 1-D posterior densities at these566

spline-knot positions for a power-law varied-exponent567

model. The reconstruction is consistent with the over-568

plotted Hellings–Downs pattern; furthermore, the joint569

2-D marginal posterior densities for the knots, not shown570

in panel (d) of Figure 1, at the HD zero-crossings is con-571

sistent with (0, 0) within 1� credibility.572

4. OPTIMAL STATISTIC ANALYSIS573

We complement our Bayesian search with a frequen-574

tist analysis using the optimal statistic (Anholm et al.575

2009; Demorest et al. 2013; Chamberlin et al. 2015), a576

summary statistic designed to measure correlated excess577

power in PTA residuals. (Note that there is no accepted578

definition of “optimal statistic” in modern statistical us-579

age, but the term has become established in the PTA580

literature to refer to this specific method, so we use it581

for this reason.) It is enlightening to describe the op-582

timal statistic as a weighted average of the inter-pulsar583

correlation coe�cients584

⇢ab =
�tTaP

�1
a �̃abP

�1
b �tb

TrP�1
a �̃abP

�1
b �̃ba

, (9)585

where �tTa are the residuals of pulsar a, and Pa =586 ⌦
�ta�tTa

↵
is their total auto-covariance matrix. The587

cross-covariance matrix �̃ab encodes the spectrum of588

the HD-correlated signal, normalized so that �ab =589

A2�(⇠ab)�̃ab (see Pol et al. 2022), and where elements590

of �ab are given by Equation 3. Indeed, the ⇢ab have591

expectation value A2�(⇠ab), but their variance �2
ab =592

(TrP�1
a �̃abP

�1
b �̃ba)�1+O(A4) is too large to use them593

directly as estimators. Thus we assemble the optimal594

statistic as the variance-weighted, �-template-matched595

average of the ⇢ab,596

Â2 =

P
a>b ⇢ab�(⇠ab)/�2

abP
a>b �2(⇠ab)/�2

ab

. (10)597
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Figure 3. Empirical background distribution of hd�-to-curn� Bayes factor (left, see §3) and noise-marginalized optimal
statistic (right, see §4), as computed by the phase-shift technique (Taylor et al. 2017) to remove inter-pulsar correlations. We
only compute 5,000 Bayesian phase shifts, compared to 400,000 optimal statistic phase shifts, because of the huge computational
resources needed to perform the Bayesian analyses. For the optimal statistic, we also compute the background distribution using
27,000 simulations (orange line) and compare to an analytic calculation (green line). Dotted lines indicate Gaussian-equivalent
2�, 3�, and 4� thresholds. The dashed vertical lines indicate the values of the detection statistics for the unshifted data sets.
For the Bayesian analyses, we find p = 10�3 (approx. 3�); for the optimal statistic analyses, we find p = 5 ⇥ 10�5–1.9 ⇥ 10�4

(approx. 3.5–4�).
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FrequenDst analysis

p = 5 × 10−5 to 1.9 × 10−4
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- p-value of  means a 1/1000 chance that uncorrelated red noise could produce the observed results10−3

- p-values correspond to  or  (“strong evidence” vs LIGO’s  “detecGon”)3σ 3.5 − 4σ ≫ 5σ

- roughly 1/10,000 chance of observing such a large 
value of the detec3on sta3s3c

- observed correla3on paBern consistent with 
“stretching and squeezing” of space predicted by GR

- observed common spectrum consistent with 
predicted signal from popula3on of SMBH binaries
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- observed data are consistent across detectors

properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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multiple classes, this significance is decreased by a trials
factor equal to the number of classes [71].

A. Generic transient search

Designed to operate without a specific waveform model,
this search identifies coincident excess power in time-
frequency representations of the detector strain data
[43,72], for signal frequencies up to 1 kHz and durations
up to a few seconds.
The search reconstructs signal waveforms consistent

with a common gravitational-wave signal in both detectors
using a multidetector maximum likelihood method. Each
event is ranked according to the detection statistic
ηc ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ec=ð1þ En=EcÞ

p
, where Ec is the dimensionless

coherent signal energy obtained by cross-correlating the
two reconstructed waveforms, and En is the dimensionless
residual noise energy after the reconstructed signal is
subtracted from the data. The statistic ηc thus quantifies
the SNR of the event and the consistency of the data
between the two detectors.
Based on their time-frequency morphology, the events

are divided into three mutually exclusive search classes, as
described in [41]: events with time-frequency morphology
of known populations of noise transients (class C1), events
with frequency that increases with time (class C3), and all
remaining events (class C2).

Detected with ηc ¼ 20.0, GW150914 is the strongest
event of the entire search. Consistent with its coalescence
signal signature, it is found in the search class C3 of events
with increasing time-frequency evolution. Measured on a
background equivalent to over 67 400 years of data and
including a trials factor of 3 to account for the search
classes, its false alarm rate is lower than 1 in 22 500 years.
This corresponds to a probability < 2 × 10−6 of observing
one or more noise events as strong as GW150914 during
the analysis time, equivalent to 4.6σ. The left panel of
Fig. 4 shows the C3 class results and background.
The selection criteria that define the search class C3

reduce the background by introducing a constraint on the
signal morphology. In order to illustrate the significance of
GW150914 against a background of events with arbitrary
shapes, we also show the results of a search that uses the
same set of events as the one described above but without
this constraint. Specifically, we use only two search classes:
the C1 class and the union of C2 and C3 classes (C2þ C3).
In this two-class search the GW150914 event is found in
the C2þ C3 class. The left panel of Fig. 4 shows the
C2þ C3 class results and background. In the background
of this class there are four events with ηc ≥ 32.1, yielding a
false alarm rate for GW150914 of 1 in 8 400 years. This
corresponds to a false alarm probability of 5 × 10−6

equivalent to 4.4σ.

FIG. 4. Search results from the generic transient search (left) and the binary coalescence search (right). These histograms show the
number of candidate events (orange markers) and the mean number of background events (black lines) in the search class where
GW150914 was found as a function of the search detection statistic and with a bin width of 0.2. The scales on the top give the
significance of an event in Gaussian standard deviations based on the corresponding noise background. The significance of GW150914
is greater than 5.1σ and 4.6σ for the binary coalescence and the generic transient searches, respectively. Left: Along with the primary
search (C3) we also show the results (blue markers) and background (green curve) for an alternative search that treats events
independently of their frequency evolution (C2þ C3). The classes C2 and C3 are defined in the text. Right: The tail in the black-line
background of the binary coalescence search is due to random coincidences of GW150914 in one detector with noise in the other
detector. (This type of event is practically absent in the generic transient search background because they do not pass the time-frequency
consistency requirements used in that search.) The purple curve is the background excluding those coincidences, which is used to assess
the significance of the second strongest event.
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PTA observa3on GW150914, etc

stochas8c / persistent signal determinis8c / transient signal

power spectra & cross-correla8ons waveforms & coincidence

combined signal from a popula8on of approx 
monochroma8c inspiraling binaries single binary black hole merger

supermassive black holes (109 solar masses) stellar mass black holes (1 - 100 solar masses)

nanohertz frequencies (10-9 - 10-7 Hz) 
[periods: months -> decades] audio frequencies (10’s - 1000 Hz)

galac8c-scale detector using msec pulsars, with 
“arm” lengths ~100 - few x 1000 light-years 

laser interferometers with km-scale arms

GW wavelength << arm length GW wavelength >> arm length

“evidence for …” (3-4 sigma) “detec8on of …” ( >5 sigma)



other items of interest
• 8ming residual response: 

 

  with    for the Earth-term-only response where  

• Hellings and Downs correla8on as special case of an “overlap func8on” for cross-correlated power: 
 

  with   

• op8mal cross-correla8on detec8on sta8s8c (to determine detec8on significance): 

     where    with   and   

• op8mal binned es8mator of the Hellings and Downs correla8on (for tes8ng consistency with GWB model): 

   where    with   and  

ΔT(t) =
1
2c

uiuj ∫
L

0
ds hij(t(s), ⃗x (s)) = ∫ df ∫ d ̂k ∑

A=+,×

hA( f, ̂k)RA( f, ̂k)ei2πft2

RA( f, k) =
1
2

uiujeA
ij ( ̂k)

1 − ̂k ⋅ ̂u
1

i2πf [1 − e−i2πf L
c (1− ̂k⋅ ̂u)] e−i2πf ̂k⋅ ⃗r2/c FA(k) =

1
2

pipjeA
ij ( ̂k)

1 + ̂k ⋅ ̂p
̂p = − ̂u

Cab( f ) = Γab( f ) Sh( f )

Γab( f ) =
1

8π ∫ d ̂k ∑
A=+,×

RA
a ( f, ̂k)RA⋆

b ( f, ̂k) Γab =
1
3 [ 1

2
−

1
4 ( 1 − cos γab

2 ) +
3
2 ( 1 − cos γab

2 ) ln ( 1 − cos γab

2 )](1 + δab)

S =
∑ab ρabΓab/σ2

ab,0

∑ab Γ2
ab/σ2

ab,0

ρab = δtT
a Qabδtb ⟨ρab⟩ = A2

gwΓab σ2
ab,0 = ⟨ρ2

ab⟩0

Γopt =
Γbin

A2
gw

∑ab∈j ∑cd∈j ρabC−1
ab,cdΓcd

∑ab∈j ∑cd∈j ΓabC−1
ab,cdΓcd

Cab,cd = ⟨ρabρcd⟩ − ⟨ρab⟩⟨ρcd⟩ ⟨Γopt⟩ = Γbin σ2
opt =

Γ2
bin

A4
gw

1
∑ab∈j ∑cd∈j ΓabC−1

ab,cdΓcd
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Fig. 24 Geometry for
calculating the change in the
photon propagation time from !r1
to !r2 = r1 + Lû in the presence
of a plane gravitational wave
propagating in direction k̂

having polarization A = +,×. Plots of |RA( f, n̂)| for fixed frequency f are antenna
beam patterns for gravitational waves with polarization A. A plot of

R( f, n̂) ≡
(
|R+( f, n̂)|2 + |R×( f, n̂)|2

)1/2
(5.13)

for fixed frequency f is the beam pattern for an unpolarized gravitational wave—i.e.,
a wave having statistically equivalent + and × polarization components.

Since the previous subsection showed that the response of all beam detectors can
be written rather simply in terms of the change in the light-travel time of an elec-
tromagnetic wave propagating between two test masses, we now calculate ∆T (t) in
various scenarios and use the resulting expressions to read-off the response functions
Rab( f, n̂) for the different detectors. We also make plots of various antenna patterns.

5.2.1 One-way tracking

Consider two test masses located at position vectors !r1 and !r2 = !r1+Lû, respectively,
in the presence of a plane gravitational wave propagating in direction k̂ = −n̂, as
shown in Fig. 24. Then the change in the light-travel time for a photon emitted at !r1
and received at !r2 at time t is given by Estabrook and Wahlquist (1975):

∆T (t) = 1
2c

uaub
∫ L

s=0
ds hab(t (s), !x(s)), (5.14)

where the 0th-order expression for the photon trajectory can be used in hab:

t (s) = (t − L/c)+ s/c, !x(s) = !r1 + sû. (5.15)

123
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Plane wave expansion, ensemble average
• Plane wave expansion: 

• Polariza8on tensors: 

• Ensemble average (for an unpolarized, isotropic, sta8onary-Gaussian 
GWB):

8

hij(t, ⃗x ) = ∫
∞

−∞
df ∫ d2Ω ̂k ∑

A=+,×

hA( f, ̂k)eA
ij ( ̂k) ei2πf(t− ̂k⋅ ⃗x /c)

⟨hA( f, ̂k)h⋆
A′ 

( f′ , ̂k′ )⟩ =
1

16π
Sh( f )δ( f − f′ )δAA′ 

δ2( ̂k, ̂k′ )

e+
ij ( ̂k) = ̂li

̂lj − m̂im̂j , e×
ij ( ̂k) = ̂lim̂j + m̂i

̂lj

̂k = − ̂r , ̂l = − ̂ϕ , m̂ = − ̂θ

validity of the diagonal approximation forN −1ðf; f0Þ as we
have done in Figs. 3 and 4. We have also numerically
computed the sum of N −1ðf; f0Þ over the full two-
dimensional array of frequencies ðf; f0Þ and compared
that to the sum of N −1ðf; f0Þ just along the diagonal
f ¼ f0. Even for the more challenging case of
a redþ white noise covariance matrix [Fig. 5(b] and a
fit to the quadratic spin-down model, the two summations
agree to within ≈6%.
(iv) Even though we transformed the likelihood function

into the Fourier domain to obtain expressions (19) and (20)
for N −1ðf; f0Þ and N −1ðfÞ, those expressions are calcu-
lable directly in terms of the times-of-arrival tk and tl.
This means that these expressions for the inverse-noise-
weighted transmission functions are valid even for irregu-
larly sampled data. Our use of a sampling period Δt is only
for convenience when discussing power spectra or when
calculating the Fourier transform of the GW response; it is
not a requirement for our sensitivity curve analysis.

III. TIMING RESIDUAL RESPONSE
TO GRAVITATIONAL WAVES

To proceed further in our calculation of pulsar timing
sensitivity curves, we need to describe in more detail the
timing residual response of a pulsar to an incident GW. We
will consider both deterministic and stochastic sources of
GWs. Interested readers should see [19–22] for more details.
Readers already familiar with this material can skip to
Sec. IV, where we show how the inverse-noise-weighted
transmission functionN −1ðfÞ enters into expressions for the
expected signal-to-noise ratio of standard statistics used to
search for both deterministic and stochastic GW signals.

A. Response to a single deterministic source

We will start by writing down the metric perturbations
habðt; x⃗Þ for a single deterministic source emitting plane

GWs in the direction k̂ (Fig. 6). To do this we introduce
two coordinate frames: one associated with the solar
system barycenter (SSB) and the other associated with
the propagation of the GW. We will assume that the source
has a symmetry axis (e.g., the direction of the orbital
angular momentum vector L⃗ for a binary system) and that
the symmetry axis makes an angle ιwith respect to the line
of sight k̂ from the GW source to the solar system
barycenter, and an angle ψ with respect to the vector l̂
when projected onto the plane perpendicular to k̂ (Fig. 7).

FIG. 6. Definition of the unit vectors k̂, l̂, m̂. The direction of
propagation of the GW, k̂, is opposite the direction to the source,
n̂. The unit vectors l̂, m̂ are in the plane perpendicular to k̂, and
point in directions of constant declination and right ascension,
respectively.

(a) (b)

FIG. 5. Plots of the inverse-noise-weighted transmission function N −1ðfÞ for the simple quadratic spin-down model described in the
main text, and for white noise (a) and redþ white noise (b). Panel (a): For white noise, the amplitude of N −1ðfÞ is set by the constant
value of 1=PðfÞ indicated by the horizontal dashed line. Panel (b): The curved dashed line is a plot of T ðfÞ=PðfÞ, which is an
approximation to N −1ðfÞ for PðfÞ consisting of redþ white noise.
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RA
a ( f, ̂k) = C e−i2πf ̂k⋅ ⃗x a/c
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= C2 sinc ( 2πfDab

c )

Γab( f ) =
1

8π ∫ d ̂k ∑
A

RA
a ( f, ̂k)RA⋆

b ( f, k)

=
C2

4π ∫ d ̂k e−i 2πfDab
c

̂k⋅Δ̂xab
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C2

4π ∫
2π

0
dϕ∫

1

−1
d(cos θ) ei 2πfDab

c cos θ

⋯

⃗x a − ⃗x b ≡ Dab Δ̂xab

sinc x ≡
sin x

x

where



Example: Ground-based interferometers
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Min Zero Max

L1

L2

V

G

3001 km

FIG. 3. The surface of the earth (15◦ < latitude < 75◦, −130◦ < longitude < 20◦) including

the LIGO detectors in Hanford, WA (L1) and Livingston, LA (L2), the VIRGO detector (V) in
Pisa, Italy, and the GEO-600 (G) detector in Hanover, Germany. The perpendicular arms of the
LIGO detectors are also illustrated (though not to scale). A plane gravitational wave passing by

the earth is indicated by successive minimum, zero, and maximum of the wave. As this wave
passes by the pair of LIGO detectors, it excites the two in coincidence at the moment shown, since

both detectors are driven negative by the wave. During the time when the zero is between L1 and
L2, the two detectors respond in anti-coincidence. Provided that the wavelength of the incident
gravitational wave is larger than twice the separation (d = 3001 km) between the detectors, the

two detectors are driven in coincidence more of the time than in anti-coincidence.

are separated by 94.33◦. Below we give a more detailed version of the derivation that appears
in Ref. [7], and correct a typographical error that appears in Eq. (B6) of that paper.

We take, as our starting point for the derivation, the integral expression (3.30) for γ(f).
To simplify the notation in what follows, we also define

∆"x := d ŝ and α :=
2πfd

c
, (3.32)

where ŝ is a unit vector that points in the direction connecting the two detectors, and d is
the distance between the two detectors. In terms of these quantities, we can write

γ(f) = dab
1 dcd

2 Γabcd(α, ŝ) , (3.33)

where

Γabcd(α, ŝ) :=
5

8π

∑

A

∫

S2
dΩ̂ eiαΩ̂·ŝ eA

ab(Ω̂)eA
cd(Ω̂) . (3.34)
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(B. Allen, Les 
Houches 1995)
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2
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