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Database service manager at CC-IN2P3

Who I am ?

Mariadb PostgreSQL MySQL

Oracle MongoDB ElasticSearch XLDP



Context

Objectives

XLDP overview

Prospectives

Plan



Context



Many views :
- Services
- Experiments
- Users

For many customers :
- CC-Users
- Czar : Experiment manager
- Service expert
- Team manager / Direction

Context

5

Storage systems provide metadata such as file size, owner, last access time, last modification time ...
Those metadata are processed by some internal tools in order to build storage statistics. 

Commodity
hardware



Current metadata volume by storage service

Context
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Compressed size in GB Files number in million

Dcache 9 119

SPS 13 1569

PBS 1,5 150

HPSS 2,9 109

Xrootd 5,3
Total 33,2 (uncompressed ~200) ~ 1947

Estimated volumetry at 10 years Estimated number of files at 10 years
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HOW TO PROCESS STORAGE STATISTICS IN 2030 ?



Reproducing storage statistics regardless of the metadata volume.

Collecting and centralizing heterogeneous data sources.

Standardizing and centralizing metadata processing :
• Data cleaning
• Data consolidation with OpenIDM

Performing simple and complex processing.

Secure access to the platform: Compliance with General Data 
Protection Regulation.

Facilitate the integration of new Key Performance Indicators.

Providing access to data sources if needed.

Objectives
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https://gdpr-info.eu/
https://gdpr-info.eu/


XLDP
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Xrootd
storage
system

HPSS 
storage
system

Dcache
storage
system

…

XLDP

CC-expert

xldphive.in2p3.fr:10000

xldpzeppelin.in2p3.fr:8443

http://xldpairflow.in2p3.fr:8088 http://xldpm01.in2p3.fr:8088/cluster

CC-expert

PKI DB

Data processing

Scheduler



Zeppelin
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Airflow



KPI : File extensions



KPI example

File age per  access time
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Prospectives

PROXY

XLDP

Tapes are cheaper than disks.
To save money, we try to identify dead sub-trees no more accessed on disks for a long time.

SPS
storage
system

Sub-trees list which could be moved to Tape
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Prospectives

Data streaming

PROXY

GrafanaKibana

PROXY

ELIAS

XLDP



Questions
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