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FIG. 6. Background-model-dependent 2⌫�� fit. ��-like event
rates in Run-V (top) and Run-VI (bottom) are superimposed
to the best-fit MC, accounting for 40K, 60Co, 208Tl and 214Bi
background contributions.

sults with very small dependence on the Monte Carlo as-
sumptions. A similar approach may be exploited to con-
duct background-model-independent 0⌫�� searches in
current- and future-generation detectors, such as xenon
time projection chambers or loaded liquid scintillator de-
tectors.
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Appendix A: Blob energy fit

This appendix describes the methods and results of
the alternative 2⌫�� analysis where the background-
subtracted distribution of the energy of the less ener-
getic blob in the track (blob energy, in the following)
is fitted instead of the event energy. The event recon-
struction is the same as for our main analysis, while the
selection of Eevt > 1 MeV events di↵ers in two ways.
First, the blob energy cut Eb > Eb,min is not applied.
This provides a larger statistical sample with respect
to the �� selection, but less signal-enriched. Second,
events in the 208Tl double escape peak (1.550 < Eevt

< 1.615 MeV) are rejected, in order to suppress the ir-
reducible double-electron background from gamma-ray
pair production interactions. Prior to their subtraction
and fitting, 136Xe-enriched (Run-V) and 136Xe-depleted
(Run-VI) rates are corrected for di↵erences in DAQ live
time, gas density and selection e�ciencies. The first two
corrections (DAQ live time and gas density) are identi-
cal to the ones applied to our main analysis, with un-
certainties listed in Table I. Because of the two above-
mentioned di↵erences in event selection, the associated
corrections are also di↵erent, with 0.3% (0.4%) uncer-
tainties for Run-V (Run-VI), uncorrelated between the
two runs. Overall, the rate normalization systematic
uncertainty a↵ecting the background-subtracted rate is
0.9%. A calibration procedure is also applied to equalize
the blob energy scale for Run-V, Run-VI and MC sim-
ulated events, separately for single-electron and double-
electron events, using 208Tl calibration data. Four uncor-
related blob energy scale systematic uncertainties are as-
signed, for Run-V single-electron (0.5%), Run-V double-
electron (2.1%), Run-VI single-electron (0.4%), and Run-
VI double-electron (2.1%) events, respectively.
The top panel in Fig. 7 compares the Run-V and Run-

VI rates as a function of blob energy, after applying the
small corrections and calibrations mentioned above. In
both datasets, the rates are dominated by single-electron
background events with Eb ⇡100 keV. The secondary
bumps at 300–550 keV are due to double-electron back-
ground events (Run-V and Run-VI) and to the 2⌫�� sig-
nal (Run-V only). The bottom panel in Fig. 7 shows
the background-subtracted (Run-V minus Run-VI) rate,
superimposed with the best-fit MC prediction. Together
with the 2⌫�� rate parameter, the fit incorporates five
additional nuisance parameters a↵ecting the MC predic-
tions. The nuisance parameters account for the rate nor-


