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• CP-violating phase  arises from the interference between direct  decays to a 
CP final state and decays through -  mixing


SM prediction:  
 mrad


NP prediction:

New elusive particle contributing to the mixing

can modify the phase by ~100%. (DOI)


•  is a golden channel

to measure the phase.
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The CP-violating phase �s

• �s is a CPV phase arising from the interference between
direct B0s decays to a CP final state and decays through B0s–B0s
mixing

• It generates a time-dependent CP asymmetry:

aCP(t) =
d�/dt(B0s ! f)� d�/dt(B0s ! f)
d�/dt(B0s ! f) + d�/dt(B0s ! f)

/ sin(�s) sin(�mst)

• SM prediction1: �s ' �2�s = �36.96+0.72
�0.84 mrad

• �s is one of angle of the B0s unitary triangle
• Determined very precisely by CKM global fits
(CKMfitter, UTfit)

• New physics can change the value of �s up to ⇠100% via
new particles contributing to the B0s -B

0
s mixing2

• Any reduction of the experimental uncertainties directly leads
to better sensitivity for NP effects

1CKMfitter Group [URL]
2Artuso, Borissov and Lenz, RMP88(2016)045002 [doi]
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Experimental results

•  was first measured by the Tevatron experiments D0 [PRD 85( 2012) 032006] and CDF [PRL 109 (2012) 171802]


• Previous result at 8 TeV by CMS [PLB 757 (2016), 424] and ATLAS [JHEP 08 (2016) 147] 


• LHCb also measured  in other final states: , , ,  [PLB 762 

(2016) 253, PRL 113 (2014) 211801]


• Precise measurement of the CP-violating phase  by LHCb experiment (CERN seminar) (NEW)

ϕs
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https://journals.aps.org/rmp/abstract/10.1103/RevModPhys.88.045002
https://lhcb-outreach.web.cern.ch/2023/06/13/precise-measurement-of-the-cp-violating-phase-%CF%86s/


Analysis strategy
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Q = (qT, yT, jT), as illustrated in Fig. 1. The angles qT and jT are, respectively, the polar
and azimuthal angles of the µ+ in the rest frame of the J/y meson, where the x axis is defined
by the direction of the f meson momentum and the x-y plane is defined by the plane of the
f ! K+K� decay. The helicity angle yT is the angle of the K+ meson momentum in the f
meson rest frame with respect to the negative J/y meson momentum direction.

→

→

Figure 1: Definition of the three angles qT, yT, and jT describing the topology of the B0
s !

J/y f ! µ+µ� K+K� decay.

The differential decay rate of B0
s ! J/y f ! µ+µ� K+K� is described by a function F (Q, ct, a),

as in Ref. [23]:
d4G
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Oi(ct, a) gi(Q), (1)

where Oi are time-dependent functions, gi are angular functions, and a is a set of physics pa-
rameters.

The functions Oi(ct, a) are:

Oi(ct, a) = Nie
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where Dms (DGs) is the absolute mass (decay width) difference between the BL
s and BH

s mass
eigenstates, and Gs is the average decay width, defined as the arithmetic average of the BL

s and
BH

s decay widths. The functions gi(Q) and the parameters Ni, ai, bi, ci, and di are defined in
Table 1.

Table 1: Angular and time-dependent terms of the signal model.

i gi(qT, yT, jT) Ni ai bi ci di

1 2 cos2 yT(1 � sin2 qT cos2 jT) |A0(0)|2 1 D C �S
2 sin2 yT(1 � sin2 qT sin2 jT) |Ak(0)|2 1 D C �S
3 sin2 yT sin2 qT |A?(0)|2 1 �D C S
4 � sin2 yT sin 2qT sin jT |Ak(0)||A?(0)| C sin(d? � dk) S cos(d? � dk) sin(d? � dk) D cos(d? � dk)

5 1p
2

sin 2yT sin2 qT sin 2jT |A0(0)||Ak(0)| cos(dk � d0) D cos(dk � d0) C cos(dk � d0) �S cos(dk � d0)

6 1p
2

sin 2yT sin 2qT cos jT |A0(0)||A?(0)| C sin(d? � d0) S cos(d? � d0) sin(d? � d0) D cos(d? � d0)

7 2
3 (1 � sin2 qT cos2 jT) |AS(0)|2 1 �D C S

8 1
3

p
6 sin yT sin2 qT sin 2jT |AS(0)||Ak(0)| C cos(dk � dS) S sin(dk � dS) cos(dk � dS) D sin(dk � dS)

9 1
3

p
6 sin yT sin 2qT cos jT |AS(0)||A?(0)| sin(d? � dS) �D sin(d? � dS) C sin(d? � dS) S sin(d? � dS)

10 4
3

p
3 cos yT(1 � sin2 qT cos2 jT) |AS(0)||A0(0)| C cos(d0 � dS) S sin(d0 � dS) cos(d0 � dS) D sin(d0 � dS)
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•Decay of  meson into a final state , which is a mixture of two CP 
eigenstates (odd/even).


•Need to disentangle the two states using an angular analysis 


•Time dependent analysis, the proper decay time of   is reconstructed 

B0
s J/ψϕ(1020)

B0
s

•An unbinned maximum-likelihood fit is performed on the combined data samples 
extracting parameters of interest:


•Amplitudes and strong phases: , , , , , , ,


 , 𝛿S⊥= 𝛿S - 𝛿⊥ 


•CPV parameters: , |λ|


•Mixing parameters: , 


•  properties: ,  

A0 A⊥ A|| As δ0 δ⊥ δ||

δs

ϕs
ΔΓs Δms

B0
s Γs Γs =

ΓH + ΓL

2

•Observables used in the fit are,


•m, ct (  proper decay time), angular observable ( )

•Per-candidate quantities: resolutions, flavor tagging probability 

B0
s ψT, φT, θT



•  is a good channel to measure the  phase

• easy to reconstruct with high S/B ratio

• easy to trigger

• SM predicts no direct CPV


• Trigger: non-displaced  candidate plus additional 

muon used to tag the  flavour 
• allows for improved tagging efficiency at the cost of reduced 
number of signal events


• Offline selections 

•  reconstructed from  with  > 3.5 GeV and 𝜂 < 2.4, 

good common vertex. 

• 𝜙 formed from pairs of OS tracks with invariant mass 

compatible with 𝜙(1020) meson mass (kaon mass assumed for 
both tracks) 


•  from combination of 𝑱/𝝍 and 𝜙(1020) candidates with 
refitted 2𝜇 + 2tracks common vertex 


• :  > 11 GeV 


• : ≥ 70  


•  ∈ [5.24, 5.49] GeV

B0
s → J/ψϕ(1020) ϕs

J/ψ → μ+μ−

B0
s

J/ψ μ+μ− pT

B0
s

pT(B0
s )

ct(B0
s ) μm

m(μ+μ−K+K−)

Event selection
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%%& → */,-(1020) → '!'"&!&": event selection
Trigger strategy: 
non-diplaced -// → &!&& candidate plus additional 
muon used to tag the #'# flavour
• allows for improved tagging efficiency at the cost of 

reduced number of signal events

Offline selections:
Selections optimised using MVA technique 

• T/U reconstructed from !:!1 with >- > 3.5 ABC and 
E < 2.4, good common vertex.

• Y formed from pairs of OS tracks with invariant mass 
compatible with M(1020) meson mass (kaon mass 
assumed for both tracks)

• :. from combination of T/U and M(1020) candidates 
with refitted 2! + 2tracks common vertex 
• >- :.; > 11 ABC
• \] :.; ≥ 0.007 \9
• m !:!1I:I1 ∈ 5.24; 5.49 ABC

ICNFP2020 - Recent CMS heavy flavour physics results - F. Simone



Flavour tagging
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Schematic representation of a tagged event
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• Tagger: Opposite-side (OS) muon  To 
identify the flavour of  and 

• Exploits the semileptonic b → 𝜇 + 𝑋, 

tagger feature: 𝜇 charge

• Sources of dilution: cascade decays, 

pile-up, gluon splitting, mixing

• DNN is trained on  MC


• Mis-tag probability and tagging 
power are evaluated on per-event 
basis


• Calibrated in data using 

• Tagging efficiency ≈ 50% both in 2017 

and 2018 data

→
B0

s B̄0
s

B0
s → J/ψϕ

B+ → J/ψK+

8

Figure 4: Results of the calibration of the per-event mistag probability wevt based on B± !
J/y K± ! µ+µ� K± decays from the 2017 (left) and 2018 (right) data samples. The vertical bars
represent the statistical uncertainties. The solid line shows a linear fit to data (solid markers).
The pull distributions between the data and the fit function in each bin are shown in the lower
panels.

than 90% of the tagged events falling in the wevt = 0.1–0.5 range in all cases. Residual differ-
ences are well approximated by linear functions with slopes close to unity and offsets consistent
with zero. The c2 per degree of freedom values for all fits are below 2. We conclude that the
value of wevt returned by the tagging DNN is a good approximation of the true mistag proba-
bility in data, with minor residual differences taken into account with calibration functions.

The calibrated flavor tagger performance, evaluated using B± ! J/y K± events in data, is
shown in Table 2. A tagging efficiency of ⇡50% and a tagging power of ⇡10% are achieved
in both the 2017 and 2018 data samples. The efficiency is much higher than the semileptonic
b hadron branching fraction due to the requirement of an additional OS muon at the HLT, as
described in Section 3.

Possible differences in the mistag probability calibration between the B0
s and B± samples, as

well as the statistical uncertainties in the calibration parameters and possible variations from
linearity of the calibration function, are considered as systematic uncertainties and described
in Section 6.

Table 2: Calibrated opposite-side muon tagger performance evaluated using B± ! J/y K±

events in the 2017 and 2018 data samples. The uncertainties shown are statistical only.

Data sample #tag (%) wtag (%) Ptag (%)
2017 45.7 ± 0.1 27.1 ± 0.1 9.6 ± 0.1
2018 50.9 ± 0.1 27.3 ± 0.1 10.5 ± 0.1

5 Maximum-likelihood fit
An unbinned multidimensional extended maximum-likelihood fit is performed on the com-
bined data samples using 8 observables as input: the B0

s candidate invariant mass mB0
s
, the

three decay angles Q of the reconstructed B0
s candidate, the flavor tag decision x, the mistag

fraction wevt, the proper decay length of the B0
s candidate ct, and its uncertainty sct.



• Unbinned maximum likelihood fit is performed to extract the parameter of interests.

• Likelihood function: components describing the sig. and bkg contributions (combinatorial 

and peaking bkg, dominated by )B0 → J/ψK*0(982)

Fit projections
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Table 3: Results of the fit to data. Statistical uncertainties are obtained from the increase in
� logL by 0.5, whereas systematic uncertainties are described below and summarized in Ta-
ble 4.

Parameter Fit value Stat. uncer. Syst. uncer.
fs [mrad] �11 ± 50 ± 10
DGs [ps�1] 0.114 ± 0.014 ± 0.007
Dms [}ps�1] 17.51 + 0.10

� 0.09 ± 0.03
|l| 0.972 ± 0.026 ± 0.008
Gs [ps�1] 0.6531 ± 0.0042 ± 0.0026
|A0|2 0.5350 ± 0.0047 ± 0.0049
|A?|2 0.2337 ± 0.0063 ± 0.0045
|AS|2 0.022 + 0.008

� 0.007 ± 0.016
dk [rad] 3.18 ± 0.12 ± 0.03
d? [rad] 2.77 ± 0.16 ± 0.05
dS? [rad] 0.221 + 0.083

� 0.070 ± 0.048

Figure 5: The angular distributions cos qT (left), cos yT (middle), and jT (right) for the B0
s can-

didates and the projections from the fit. The notations are as in Fig. 2.

(referred to as “nominal-model pseudo-experiments” in what follows). Each of them is fitted
with the nominal model, and the pull distributions (i.e., the difference divided by the com-
bined uncertainty) between the parameters obtained from the fit and their input values are
produced. Each pull distribution is fitted with a Gaussian function, and the estimated cen-
tral value is taken as the corresponding systematic uncertainty, if different from zero by more
than its error. To avoid double-counting this uncertainty, whenever pseudo-experiments are
used to evaluate other systematic uncertainties, the model bias is always subtracted. In these
cases, the corresponding pull distributions are compared to those obtained with the nominal-
model pseudo-experiments. If the mean of the pull distribution differs from the mean of the
nominal-model distribution by more than their combined RMS, the difference is taken as the
corresponding systematic uncertainty.

Model assumptions: The assumptions made in defining the likelihood functions are tested by
generating pseudo-experiments with different hypotheses and fitting the samples with the
nominal model. The following assumptions are tested: signal and background invariant mass
models, background proper decay length model, and background angular model. Pull dis-
tributions with respect to the input values are used to evaluate the systematic uncertainty, as
described in the “model bias” paragraph.

Angular efficiency: The systematic uncertainty related to the limited MC event count used to
estimate the angular efficiency function is evaluated by regenerating the efficiency histograms

5

Simulated event samples are used to measure the selection efficiency and the flavor tagging
performance. These samples are produced using the PYTHIA 8.230 Monte Carlo (MC) event
generator [33] with the underlying event tune CP5 [34] and the parton distribution function set
NNPDF3.1 [35]. The b hadron decays are modeled with the EVTGEN 1.6.0 package [36]. Final-
state photon radiation is accounted for in the EVTGEN simulation with PHOTOS 215.5 [37, 38].
The response of the CMS detector is simulated using the GEANT4 package [39]. The effect of
multiple collisions in the same or neighboring bunch crossings (pileup) is accounted for by
overlaying simulated minimum bias events on the hard-scattering process. Simulated samples
are then reconstructed using the same software as for collision data.

The simulation is validated via comparison with background-subtracted data in a number of
control distributions. The B0

s candidate invariant mass distribution after the signal selection is
shown in Fig. 2, whereas the proper decay length and its uncertainty distributions are shown
in Fig. 3.

Figure 2: The invariant mass distribution of the B0
s ! J/y f ! µ+µ� K+K� candidates in data.

The vertical bars on the points represent the statistical uncertainties. The solid line represents
a projection of the fit to data (as discussed in Section 5, solid markers), the dashed line cor-
responds to the signal, the dotted line to the combinatorial background, and the long-dashed
line to the peaking background from B0 ! J/y K⇤(892)0 ! µ+µ� K+p�, as obtained from the
fit. The distribution of the differences between the data and the fit, divided by the combined
uncertainty in the data and the best fit function for each bin (pulls) is displayed in the lower
panel.

4 Flavor tagging
The flavor of the B0

s candidate at production is determined with an OS flavor tagging algorithm.
The OS approach is based on the fact that b quarks are predominantly produced in bb pairs,
and therefore one can infer the initial B0

s meson flavor by determining the flavor of the other
(“OS”) b quark in the event.

In this analysis, the flavor of the OS b hadron is deduced by exploiting the semileptonic b !
µ� + X decay, where the muon sign x is used as the tagging variable (x = �1 for B0

s). This
technique works on a probabilistic basis. If no OS muon is found, the event is considered as
untagged (x = 0). The tagging efficiency #tag is defined as the fraction of candidate events that

6

Figure 3: The ct distribution (left) and its uncertainty (right) for the B0
s ! J/y f ! µ+µ� K+K�

candidates in data. The notations are as in Fig. 2.

are tagged. When a muon is found, the tag is defined to be correct (“right tag”) if the flavor
predicted using the muon sign and the actual B0

s meson flavor at production coincide. The
correlation between the muon sign and the signal B0

s meson flavor is diluted by wrong tags
(mistags) originating from cascade b ! c ! µ+ + X decays, oscillation of the OS B0 or B0

s
meson, and muons originating from other sources, such as J/y meson and charged pion and
kaon decays. The mistag fraction wtag is defined as the ratio between the number of wrongly
tagged events and the total number of tagged events. It is used to compute the dilution D ⌘
1 � 2wtag, which is a measure of the performance degradation due to mistagged events. The
tagging power Ptag ⌘ #tagD2 is the effective tagging efficiency, which takes into account the
dilution and is used as a figure of merit in maximizing the algorithm performance.

To maximize the sensitivity of this measurement, we have developed a novel OS muon tagger
taking advantage of machine learning techniques. The use of deep neural networks (DNNs) in
the new tagger leads to lowering of the mistag probability wtag and reducing of the related sys-
tematic uncertainties. The use of a dedicated trigger, which requires an OS muon, dramatically
increases the fraction of tagged candidates compared to our earlier measurement [14]. Taken
together, these two improvements increase the muon tagging performance by ⇡20% compared
to that in Ref. [14].

For each event, we search for a candidate OS muon consistent with originating from the same
production vertex as the signal B0

s meson. This tagging muon is required to have pT > 2 GeV,
|h| < 2.4, the longitudinal impact parameter with respect to the production vertex IPz < 1.0 cm,
and the distance from the B0

s candidate momenta in the (h, f) plane DRh,f > 0.4. Tracks that
belong to the reconstructed B0

s ! J/y f ! µ+µ� K+K� decay are explicitly excluded from con-
sideration. In order to reduce the contamination from light-flavor hadrons misreconstructed as
tagging muons, a discriminator based on a DNN was developed using the KERAS library [40]
within the TMVA toolkit. This discriminator, called the “DNN against light hadrons” in the fol-
lowing, uses 25 input features related to the muon kinematics and reconstruction quality, and
is trained with 3.5 ⇥ 106 simulated muon candidates of which 2.5 ⇥ 105 are misreconstructed
hadrons. The following DNN hyperparameters are optimized through a grid scan to maximize
the discrimination power: number of layers, number of neurons for each layer, and the dropout
probability. No signs of overtraining are observed at the chosen hyperparameters configura-
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Figure 3: The ct distribution (left) and its uncertainty (right) for the B0
s ! J/y f ! µ+µ� K+K�

candidates in data. The notations are as in Fig. 2.

are tagged. When a muon is found, the tag is defined to be correct (“right tag”) if the flavor
predicted using the muon sign and the actual B0

s meson flavor at production coincide. The
correlation between the muon sign and the signal B0

s meson flavor is diluted by wrong tags
(mistags) originating from cascade b ! c ! µ+ + X decays, oscillation of the OS B0 or B0

s
meson, and muons originating from other sources, such as J/y meson and charged pion and
kaon decays. The mistag fraction wtag is defined as the ratio between the number of wrongly
tagged events and the total number of tagged events. It is used to compute the dilution D ⌘
1 � 2wtag, which is a measure of the performance degradation due to mistagged events. The
tagging power Ptag ⌘ #tagD2 is the effective tagging efficiency, which takes into account the
dilution and is used as a figure of merit in maximizing the algorithm performance.

To maximize the sensitivity of this measurement, we have developed a novel OS muon tagger
taking advantage of machine learning techniques. The use of deep neural networks (DNNs) in
the new tagger leads to lowering of the mistag probability wtag and reducing of the related sys-
tematic uncertainties. The use of a dedicated trigger, which requires an OS muon, dramatically
increases the fraction of tagged candidates compared to our earlier measurement [14]. Taken
together, these two improvements increase the muon tagging performance by ⇡20% compared
to that in Ref. [14].

For each event, we search for a candidate OS muon consistent with originating from the same
production vertex as the signal B0

s meson. This tagging muon is required to have pT > 2 GeV,
|h| < 2.4, the longitudinal impact parameter with respect to the production vertex IPz < 1.0 cm,
and the distance from the B0

s candidate momenta in the (h, f) plane DRh,f > 0.4. Tracks that
belong to the reconstructed B0

s ! J/y f ! µ+µ� K+K� decay are explicitly excluded from con-
sideration. In order to reduce the contamination from light-flavor hadrons misreconstructed as
tagging muons, a discriminator based on a DNN was developed using the KERAS library [40]
within the TMVA toolkit. This discriminator, called the “DNN against light hadrons” in the fol-
lowing, uses 25 input features related to the muon kinematics and reconstruction quality, and
is trained with 3.5 ⇥ 106 simulated muon candidates of which 2.5 ⇥ 105 are misreconstructed
hadrons. The following DNN hyperparameters are optimized through a grid scan to maximize
the discrimination power: number of layers, number of neurons for each layer, and the dropout
probability. No signs of overtraining are observed at the chosen hyperparameters configura-

• Overall agreement is good.



• Simultaneous fit on 2017 and 
2018 datasets


•  and  are in agreement 
with the SM expectations


• |λ| compatible with no direct CPV

ϕs ΔΓs

: ResultsB0
s → J/ψϕ
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Table 3: Results of the fit to data. Statistical uncertainties are obtained from the increase in
� logL by 0.5, whereas systematic uncertainties are described below and summarized in Ta-
ble 4.

Parameter Fit value Stat. uncer. Syst. uncer.
fs [mrad] �11 ± 50 ± 10
DGs [ps�1] 0.114 ± 0.014 ± 0.007
Dms [}ps�1] 17.51 + 0.10

� 0.09 ± 0.03
|l| 0.972 ± 0.026 ± 0.008
Gs [ps�1] 0.6531 ± 0.0042 ± 0.0026
|A0|2 0.5350 ± 0.0047 ± 0.0049
|A?|2 0.2337 ± 0.0063 ± 0.0045
|AS|2 0.022 + 0.008

� 0.007 ± 0.016
dk [rad] 3.18 ± 0.12 ± 0.03
d? [rad] 2.77 ± 0.16 ± 0.05
dS? [rad] 0.221 + 0.083

� 0.070 ± 0.048

Figure 5: The angular distributions cos qT (left), cos yT (middle), and jT (right) for the B0
s can-

didates and the projections from the fit. The notations are as in Fig. 2.

(referred to as “nominal-model pseudo-experiments” in what follows). Each of them is fitted
with the nominal model, and the pull distributions (i.e., the difference divided by the com-
bined uncertainty) between the parameters obtained from the fit and their input values are
produced. Each pull distribution is fitted with a Gaussian function, and the estimated cen-
tral value is taken as the corresponding systematic uncertainty, if different from zero by more
than its error. To avoid double-counting this uncertainty, whenever pseudo-experiments are
used to evaluate other systematic uncertainties, the model bias is always subtracted. In these
cases, the corresponding pull distributions are compared to those obtained with the nominal-
model pseudo-experiments. If the mean of the pull distribution differs from the mean of the
nominal-model distribution by more than their combined RMS, the difference is taken as the
corresponding systematic uncertainty.

Model assumptions: The assumptions made in defining the likelihood functions are tested by
generating pseudo-experiments with different hypotheses and fitting the samples with the
nominal model. The following assumptions are tested: signal and background invariant mass
models, background proper decay length model, and background angular model. Pull dis-
tributions with respect to the input values are used to evaluate the systematic uncertainty, as
described in the “model bias” paragraph.

Angular efficiency: The systematic uncertainty related to the limited MC event count used to
estimate the angular efficiency function is evaluated by regenerating the efficiency histograms

• Dominant systematic uncertainties on the  and 

• Fit bias

• Proper decay length resolution

• Angular efficiency

• Sig./bkg. ꙍtag difference

ϕs ΔΓs



• Uses Run 1(19.7 )+ partial Run 2(96.4 ) 
data


• Significantly more precise than CMS Run 1 
results using 8 TeV data [PLB 757 (2016) 97] because of 
more statistics and better tagging strategy in Run 
2 data analysis.


• Results are consistent with SM predictions and 
no CPV in the interference between mixing and 
decay. 

fb−1 fb−1

8 TeV+13 TeV combination 

: ResultsB0
s → J/ψϕ
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Figure 6: The two-dimensional likelihood contours at 68% CL in the fs-DGs plane, for the CMS
8 TeV (dashed line), 13 TeV (dotted line), and combined (solid line) results. The contours for the
individual results are obtained with likelihood scans, which are used to obtain the combined
contour. In all contours only statistical uncertainties are taken into account. The SM prediction
is shown with the diamond marker [1, 4].

8 Summary
The CP-violating phase fs and the decay width difference DGs between the light and heavy B0

s
meson mass eigenstates are measured using a total of 48 500 B0

s ! J/y f(1020) ! µ+µ� K+K�

signal events, collected by the CMS experiment at the LHC in proton-proton collisions atp
s = 13 TeV, corresponding to an integrated luminosity of 96.4 fb�1. Events are selected using

a trigger that requires an additional muon, which can be exploited to infer the flavor of the B0
s

meson at the time of production. A novel opposite-side muon tagger based on deep neural
networks has been developed to maximize the sensitivity of the present analysis. A high tag-
ging power of ⇡10% is achieved, aided by the requirement of an additional muon in the signal
sample imposed at the trigger level.

The CP-violating phase is measured to be fs = �11± 50 (stat)± 10 (syst) mrad, consistent both
with the SM prediction fs = �36.96 +0.72

�0.84 mrad [1] and with the absence of CP violation in
the mixing-decay interference. The decay width difference between the B0

s mass eigenstates
is measured to be DGs = 0.114 ± 0.014 (stat) ± 0.007 (syst) ps�1, consistent with the theoretical
prediction DGs = 0.091± 0.013 ps�1 [4]. In addition, the CP-violating parameter |l| and the av-
erage lifetime of the heavy and light B0

s mass eigenstates, as well as their mass difference, have
been measured. The uncertainties in all these measurements are dominated by the statistical
components.

The results presented in this Letter are further combined with those obtained by CMS at
p

s =
8 TeV [14], yielding fs = �21 ± 44 (stat) ± 10 (syst) mrad and DGs = 0.1032 ± 0.0095 (stat) ±
0.0048 (syst) ps�1. These results are significantly more precise than those from the previous
CMS measurement at 8 TeV, and can be used to further constrain possible new-physics effects
in B0

s meson decay and mixing.
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the width difference between the two B0
s mass eigenstates:

fs = �11 ± 50 (stat) ± 10 (syst) mrad,

DGs = 0.114 ± 0.014 (stat) ± 0.007 (syst) ps�1.

The |l| parameter is measured to be |l| = 0.972 ± 0.026 (stat) ± 0.008 (syst), consistent with
no direct CP violation (|l| = 1). The average of the heavy and light B0

s mass eigenstate
decay widths is determined to be Gs = 0.6531 ± 0.0042 (stat) ± 0.0026 (syst) ps�1, consistent
with the world-average value Gs = 0.6624 ± 0.0018 ps�1 [31]. The mass difference between
the heavy and light B0

s meson mass eigenstates is measured to be Dms = 17.51 + 0.10
� 0.09 (stat) ±

0.03 (syst)}ps�1, consistent with the theoretical prediction Dms = 18.77 ± 0.86}ps�1 [4], and
in slight tension with the world-average value Dms = 17.757± 0.021}ps�1 [31]. The uncertain-
ties in all these measured parameters are dominated by the statistical component. This analysis
represents the first measurement by CMS of the mass difference Dms between the heavy and
light B0

s mass eigenstates and of the direct CP observable |l|.

7 Combination with 8 TeV results
The results presented in this Letter are in agreement with the earlier CMS result at a center-of-
mass energy of 8 TeV [14]. As explained in Section 1, both measurements are performed with
a similar number of events, with the one at

p
s = 13 TeV having a higher tagging efficiency.

This leads to an improvement in the uncertainty in quantities that require tagging, such as fs,
while but the uncertainties in those that do not use tagging, such as DGs, depend on the raw
number of events and are not improved relative to the 8 TeV result. The two sets of results are
combined using the BLUE method [48, 49] as implemented in the ROOT package [50–52] using
the following physics parameters: fs, DGs, Gs, |A0|2, |A?|2, |AS|2, dk, d?, and dS?. The statistical
correlations between the parameters obtained in each measurement are taken into account as
well as the correlations of the systematic uncertainties discussed in Section 6. Different sources
of systematic uncertainties are assumed to be uncorrelated. The systematic uncertainty corre-
lation between the parameters of the 8 TeV result is assumed to be zero. This assumption has
been found to not impact the results in a noticeable way. Since the muon tagging, the efficiency
evaluation, and part of the fit model are different in the two measurements, the respective sys-
tematic uncertainties are treated as uncorrelated between the two sets of results. The combined
results for the CP-violating phase and lifetime difference between the two mass eigenstates are:

fs = �21 ± 44 (stat) ± 10 (syst) mrad,

DGs = 0.1032 ± 0.0095 (stat) ± 0.0048 (syst) ps�1,

with a correlation between the two parameters of +0.02. The full combination results and the
correlations between the various extracted parameters are reported in Appendix A.

The two-dimensional fs vs. DGs likelihood contours at 68% confidence level (CL) for the indi-
vidual and combined results, as well as the SM prediction, are shown in Fig. 6. The contours
for the individual results are obtained with likelihood scans, which are used to obtain the com-
bined contour. The contours only account for the statistical uncertainty and the correlation
between the two scanned variables, while the results from the combination obtained using the
BLUE method take into account the statistical and systematic correlations of a wider range of
variables. The results are in agreement with each other and with the SM predictions.

Combination with all measurements

• �J/ KK
s = �0.050 ± 0.017 rad ! improved by 23%

• �cc̄s
s = �0.039 ± 0.016 rad ! improved by 15%

• Consistent with the prediction of Global fits assuming SM:3

�CKMfitter
s ⇡ (�0.0368+0.0006

�0.0009) rad, �
UTfitter
s = �0.0370 ± 0.0010 rad

3Ignoring penguin contribution.
V. Jevtic, P. Li sin 2� and �s June 13, 2023 39 / 44

(CERN seminar)

https://indico.cern.ch/event/1281612/attachments/2664875/4618672/CERN_seminar_sin2beta_phis.pdf
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• In this talk, following analysis will be covered.

• Measurement of angular parameters from the decay  in proton–proton collisions at  TeV. 

[Phys Lett B 781 (2018) 517-541] 


• Angular analysis of the decay  in proton-proton collisions at  TeV.  [Phys Rev D 98 (2018) 
112011]


• Angular analysis of the decay  in proton-proton collisions at  TeV. [JHEP 04 (2021) 124]

B0 → K*0μ+μ− s = 8

B+ → K+μ+μ− s = 8

B+ → K*+μ+μ− s = 8

Flavour changing neutral current decays ! → #ℓ!ℓ"
• forbidden in the Standard Model at tree level
• can be used to probe new-physics effects

NEW %! → &∗!'' angular analysis: two quantities
measured as a function of the (( inv. mass:
• muon forward-backward asymmetry )$%
• *∗! longitudinal polarization fraction +&

Results from pp collisions at # = 8 ./0 (ℒ =
20.05!"') at CMS [CMS-PAS-BPH-15-009]

More angular analyses in CMS with Run-I data
• 6( → *∗(((
[Phys Lett B 753 (2016) 424][Phys Lett B 781 (2018) 517-541]

• 6! → *!(( [Phys Rev D 98 (2018) 112011]
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Search for new physics in ! → #ℓ!ℓ" transitions
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•  decays are Flavour changing neutral current 
process


• Forbidden in Standard Model at tree level

• Proceed through higher order diagrams (penguin, box)


• Sensitive to New Physics effect

b → sll

https://doi.org/10.1016/j.physletb.2018.04.030


• Differential decay rate fully described by three angles ( ) and (= )


• In total 14 parameters, fold around 


and  to reduce them to six

θl, θK, φ q2 m2
μμ

φ = 0
θl = π/2

 angular analysisB0 → K*0μ+μ−
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K*0 rest frame
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PB0

μ+μ− rest frame

μ−

μ+

K+

π−

φ

B0 rest frame

Figure 1: Illustration of the angular variables q` (left), qK (middle), and j (right) for the decay
B0 ! K⇤0(K+p�)µ+µ�.

components, the angular distribution of B0 ! K⇤0µ+µ� decays can be written as [25]:
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where FL denotes the longitudinal polarization fraction of the K⇤0. This expression is an exact
simplification of the full angular distribution, obtained by folding the j and q` angles about
zero and p/2, respectively. Specifically, if j < 0, then j ! �j, and the new j domain is [0, p].
If q` > p/2, then q` ! p � q`, and the new q` domain is [0, p/2]. We use this simplified version
of the expression because of difficulties in the fit convergence with the full angular distribution
due to the limited size of the data sample. This simplification exploits the odd symmetry of the
angular variables with respect to j = 0 and q` = p/2 in such a manner that the cancellation
around these angular values is exact. This cancellation remains approximately valid even after
accounting for the experimental acceptance because the efficiency is symmetric with respect to
the folding angles.

For each q
2 bin, the observables of interest are extracted from an unbinned extended maximum-

likelihood fit to four variables: the K+p�µ+µ� invariant mass m and the three angular vari-
ables q`, qK, and j. The unnormalized probability density function (pdf) in each q

2 bin has the

• Since the expected signal events are small, floating all parameters will 
lead to non convergence of fit.


• and  are fixed from previous CMS measurement.


•  and  are measured,  used as nuisance parameter.


•  separated in 9 bins

• 7 signal bins, angular fit performed independently


• 2 resonant bins (  and )

FL, FS, AS

P1 P′￼
5 A5

S
q2

B0 → J/ψK*0 B0 → ψ(2S)K*0
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2 bin, the observables of interest are extracted from an unbinned extended maximum-

likelihood fit to four variables: the K+p�µ+µ� invariant mass m and the three angular vari-
ables q`, qK, and j. The unnormalized probability density function (pdf) in each q

2 bin has the

6

K+

π−

θKPB0

K*0 rest frame

μ−

μ+

θℓ

PB0

μ+μ− rest frame

μ−

μ+

K+

π−

φ

B0 rest frame

Figure 1: Illustration of the angular variables q` (left), qK (middle), and j (right) for the decay
B0 ! K⇤0(K+p�)µ+µ�.

components, the angular distribution of B0 ! K⇤0µ+µ� decays can be written as [25]:

1
dG/dq2

d4G
dq2 dcos q` dcos qK dj

=
9

8p

⇢
2
3


(FS + AS cos qK)

�
1 � cos2 q`

�

+ A
5
S

p
1 � cos2 qK

p
1 � cos2 q` cos j

�

+ (1 � FS)
h

2 FL cos2 qK
�
1 � cos2 q`

�

+
1
2
(1 � FL)

�
1 � cos2 qK

� �
1 + cos2 q`

�

+
1
2

P1 (1 � FL)(1 � cos2 qK)(1 � cos2 q`) cos 2j

+ 2 P
0
5 cos qK

q
FL (1 � FL)

p
1 � cos2 qK

p
1 � cos2 q` cos j

i�
,

(1)

where FL denotes the longitudinal polarization fraction of the K⇤0. This expression is an exact
simplification of the full angular distribution, obtained by folding the j and q` angles about
zero and p/2, respectively. Specifically, if j < 0, then j ! �j, and the new j domain is [0, p].
If q` > p/2, then q` ! p � q`, and the new q` domain is [0, p/2]. We use this simplified version
of the expression because of difficulties in the fit convergence with the full angular distribution
due to the limited size of the data sample. This simplification exploits the odd symmetry of the
angular variables with respect to j = 0 and q` = p/2 in such a manner that the cancellation
around these angular values is exact. This cancellation remains approximately valid even after
accounting for the experimental acceptance because the efficiency is symmetric with respect to
the folding angles.

For each q
2 bin, the observables of interest are extracted from an unbinned extended maximum-

likelihood fit to four variables: the K+p�µ+µ� invariant mass m and the three angular vari-
ables q`, qK, and j. The unnormalized probability density function (pdf) in each q

2 bin has the



• PDF to describe the data distribution

Fit pdf description
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Figure 2: Invariant mass and angular distributions of K+p�µ+µ� events for (upper two rows)
2 < q

2 < 4.3 GeV2 and (lower two rows) 4.3 < q
2 < 6 GeV2. The projection of the results

from the total fit, as well as for correctly tagged signal events, mistagged signal events, and
background events, are also shown. The vertical bars indicate the statistical uncertainties.
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following form:

pdf(m, qK, q`, j) = Y
C

S


S

C(m) S
a(qK, q`, j) eC(qK, q`, j)

+
f

M

1 � f M
S

M(m) S
a(�qK,�q`, j) eM(qK, q`, j)

�

+ YB B
m(m) B

qK(qK) B
q`(q`) B

j(j),

(2)

where the three terms on the righthand side correspond to correctly tagged signal events,
mistagged signal events, and background events. The parameters Y

C

S
and YB are the yields

of correctly tagged signal events and background events, respectively, and are determined in
the fit. The parameter f

M is the fraction of signal events that are mistagged and is determined
from simulation. Its value ranges from 0.124 to 0.137 depending on the q

2 bin.

The signal mass probability functions S
C(m) and S

M(m) are each the sum of two Gaussian func-
tions, with a common mean for all four Gaussian functions, and describe the mass distribution
for correctly tagged and mistagged signal events, respectively. In the fit, the mean, the four
Gaussian function’s width parameters, and the two fractions specifying the relative contribu-
tion of the two Gaussian functions in S

C(m) and S
M(m) are determined from simulation. The

function S
a(qK, q`, j) describes the signal in the three-dimensional (3D) space of the angular

variables and corresponds to Eq. (1). The combination B
m(m) B

qK(qK) B
q`(q`) B

j(j) is obtained
from the B0 sideband data in m and describes the background in the space of (m, qK, q`, j),
where B

m(m) is an exponential function, B
qK(qK) and B

q`(q`) are second- to fourth-order poly-
nomials, depending on the q

2 bin, and B
j(j) is a first-order polynomial. The factorization

assumption of the background pdf in Eq. (2) is validated by dividing the range of an angular
variable into two at its center point and comparing the distributions of events from the two
halves in the other angular variables.

The functions eC(qK, q`, j) and eM(qK, q`, j) are the efficiencies in the 3D space of | cos qK|  1,
0  cos q`  1, and 0  j  p for correctly tagged and mistagged signal events, respectively.
The numerator and denominator of the efficiency are separately described with a nonpara-
metric technique, which is implemented with a kernel density estimator [48, 49]. The final
efficiency distributions used in the fit are obtained from the ratio of 3D histograms derived
from the sampling of the kernel density estimators. The histograms have 40 bins in each di-
mension. A consistency check of the procedure used to determine the efficiency is performed
by dividing the simulated data sample into two independent subsets, and extracting the angu-
lar parameters from the first subset using the efficiency computed from the second subset. The
efficiencies for both correctly tagged and mistagged events peak at cos q` ⇡ 0, around which
they are rather symmetric for q

2 < 10 GeV2, and are approximately flat in j. The efficiency
for correctly tagged events becomes relatively flat in cos q` for larger values of q

2, while it has
a monotonic decrease for increasing cos qK values for q

2 < 14 GeV2. For larger values of q
2 a

decrease in the efficiency is also seen near cos qK = �1. The efficiency for mistagged events has
a minimum at cos q` ⇡ 0 for q

2 > 10 GeV2, while it is maximal near cos qK = 0 for q
2 < 10 GeV2.

For large values of q
2 a mild maximum also appears near cos qK = 1.

The fit is performed in two steps. The initial fit does not include a signal component and uses
the sideband data in m to obtain the B

m(m), B
qK(qK), B

q`(q`), and B
j(j) distributions. The

distributions obtained in this step are then fixed for the second step, which is a fit to the data
over the full mass range. The fitted parameters in the second step are the angular parameters
P1, P

0
5, and A

5
S, and the yields Y

C

S
and YB. To avoid difficulties in the convergence of the fit

related to the limited number of events, the angular parameters FL, FS, and AS are fixed to

Signal distribution ( )K+π−μ+μ−

Background distribution

Mistagged signal distribution

Efficieny from dedicated MC

Mistagged signal distribution
• Flavour state assignment based 

on M(Kπ) value

• mis-tagged event fraction 

12-14% based on , 
measured on MC 

q2

• Two step fit performed for 7  bin


• fit mass side bands to determine the 
background shape


• fit whole mass spectrum with 5 
floating parameters


• (2 yields,  ,  and  )

q2

P′￼
5 P1 A5

S



• Results compared with Run 1 LHCb result and SM prediction.

• CMS result are compatible with SM predictions within uncertainties.

• No significant deviations from other experimental results.

: ResultsB0 → K*0μ+μ−
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6 Results
The events are fit in seven q

2 bins from 1 to 19 GeV2, yielding 1397 signal and 1794 background
events in total. As an example, distributions for two of these bins, along with the fit projections,
are shown in Fig. 2. The fitted values of the signal yields, P1, and P

0
5 are given in Table 2 for

the seven q
2 bins. The results for P1 and P

0
5 are shown in Fig. 3, along with those from the

LHCb [33] and Belle [34] experiments. The fitted values of A
5
S vary from �0.052 to +0.057.

Table 2: The measured signal yields, which include both correctly tagged and mistagged
events, the P1 and P

0
5 values, and the correlation coefficients, in bins of q

2, for B0 ! K⇤0µ+µ�

decays. The first uncertainty is statistical and the second is systematic. The bin ranges are
selected to allow comparison with previous measurements.

q
2 (GeV2) Signal yield P1 P

0
5 Correlations

1.00–2.00 80 ± 12 +0.12 +0.46
�0.47 ± 0.10 +0.10 +0.32

�0.31 ± 0.07 �0.0526
2.00–4.30 145 ± 16 �0.69 +0.58

�0.27 ± 0.23 �0.57 +0.34
�0.31 ± 0.18 �0.0452

4.30–6.00 119 ± 14 +0.53 +0.24
�0.33 ± 0.19 �0.96 +0.22

�0.21 ± 0.25 +0.4715
6.00–8.68 247 ± 21 �0.47 +0.27

�0.23 ± 0.15 �0.64 +0.15
�0.19 ± 0.13 +0.0761

10.09–12.86 354 ± 23 �0.53 +0.20
�0.14 ± 0.15 �0.69 +0.11

�0.14 ± 0.13 +0.6077
14.18–16.00 213 ± 17 �0.33 +0.24

�0.23 ± 0.20 �0.66 +0.13
�0.20 ± 0.18 +0.4188

16.00–19.00 239 ± 19 �0.53 ± 0.19 ± 0.16 �0.56 ± 0.12 ± 0.07 +0.4621
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Figure 3: CMS measurements of the (left) P1 and (right) P
0
5 angular parameters versus q

2 for
B0 ! K⇤0µ+µ� decays, in comparison to results from the LHCb [33] and Belle [34] Collabora-
tions. The statistical uncertainties are shown by the inner vertical bars, while the outer vertical
bars give the total uncertainties. The horizontal bars show the bin widths. The vertical shaded
regions correspond to the J/y and y0 resonances. The hatched region shows the prediction from
SM calculations described in the text, averaged over each q

2 bin.

A SM prediction, denoted SM-DHMV, is available for comparison with the measured angular
parameters. The SM-DHMV result, derived from Refs. [18, 25], updates the calculations from
Ref. [52] to account for the known correlation between the different form factors [53]. It also
combines predictions from light-cone sum rules, which are valid in the low-q2 region, with lat-
tice predictions at high q

2 [54] to obtain more precise determinations of the form factors over
the full q

2 range. The hadronic charm-quark loop contribution is obtained from Ref. [55]. A reli-
able theoretical prediction is not available near the J/y and y0 resonances. The SM prediction is
shown in comparison to the data in Fig. 3 and it is seen to be in agreement with the CMS results.
Thus, we do not obtain evidence for physics beyond the SM. Qualitatively, the CMS measure-

0 5 10 15
]4c/2 [GeV2q

0

0.2

0.4

0.6

0.8

1LF

(1
S)

ψ/J

(2
S)

ψ

LHCb Run 1 + 2016
SM from ASZB

0 5 10 15
]4c/2 [GeV2q

0.5−

0

0.5FBA

(1
S)

ψ/J

(2
S)

ψ

LHCb Run 1 + 2016
SM from ASZB

0 5 10 15
]4c/2 [GeV2q

0.5−

0

0.5

5S

(1
S)

ψ/J

(2
S)

ψ

LHCb Run 1 + 2016
SM from ASZB

0 5 10 15
]4c/2 [GeV2q

1−

0.5−

0

0.5

15'P

(1
S)

ψ/J

(2
S)

ψ

LHCb Run 1 + 2016
SM from DHMV

Figure 2: Results for the CP -averaged angular observables FL, AFB, S5 and P 0
5 in bins of q2.

The data are compared to SM predictions based on the prescription of Refs. [43,44], with the
exception of the P 0

5 distribution, which is compared to SM predictions based on Refs. [70, 71].

q2 [72, 73] to yield more precise determinations of the form factors over the full q2 range.

For the P (0)
i observables, predictions from Ref. [70] are shown using form factors from

Ref. [71]. These predictions are restricted to the region q2 < 8.0GeV2/c4. The results
from Run 1 and the 2016 data are in excellent agreement. A stand-alone fit to the Run 1
data reproduces exactly the central values of the observables obtained in Ref. [1].

Considering the observables individually, the results are largely in agreement with the
SM predictions. The local discrepancy in the P 0

5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [47]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �

7

• Latest LHCb result with Run 1+2016 data 
shows some mismatch wrt SM in  bin [4.0, 
6.0]  and [6.0, 8.0] .


q2

GeV2 GeV2
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Table 1: Systematic uncertainties in P1 and P
0
5. For each source, the range indicates the variation

over the bins in q
2.

Source P1(⇥10�3) P
0
5(⇥10�3)

Simulation mismodeling 1–33 10–23
Fit bias 5–78 10–120
Finite size of simulated samples 29–73 31–110
Efficiency 17–100 5–65
Kp mistagging 8–110 6–66
Background distribution 12–70 10–51
Mass distribution 12 19
Feed-through background 4–12 3–24
FL, FS, AS uncertainty propagation 0–210 0–210
Angular resolution 2–68 0.1–12
Total 100–230 70–250

Because the efficiency functions are estimated from a finite number of simulated events, there
is a corresponding statistical uncertainty in the efficiency. Alternatives to the default efficiency
function are obtained by generating 100 new distributions for the numerator and the denomi-
nator of the efficiency ratio based on the default kernel density estimators as pdfs, and rederiv-
ing new kernel density estimators for each trial. The effect of these different efficiency functions
on the final result is used to estimate the systematic uncertainty.

The efficiency determination is checked by comparing efficiency-corrected results obtained
from the control channels with the corresponding world-average values. The B0 ! J/yK⇤0

control sample contains 165 000 events, compared with 11 000 events for the B0 ! y0K⇤0

sample. Because of its greater statistical precision, we rely on the B0 ! J/yK⇤0 sample to
perform the check of the efficiency determination for the angular variables. We do this by
measuring the longitudinal polarization fraction FL in the B0 ! J/yK⇤0 decays. We find
FL = 0.537 ± 0.002 (stat), compared with the world-average value 0.571 ± 0.007 (stat+syst) [40].
The difference of 0.034 is propagated to P1 and P

0
5 by taking the root-mean-square (RMS) of

the respective distributions resulting from refitting the data 200 times, varying FL within a
Gaussian distribution with a standard deviation of 0.034. As a cross-check that the overall
efficiency is not affected by a q

2-dependent offset, we measure the ratio of branching frac-
tions B(B0 ! y0K⇤0)/B(B0 ! J/yK⇤0) = 0.480 ± 0.008 (stat) ± 0.055 (Rµµ

y ), by means of
efficiency-corrected yields including both correctly and wrongly tagged events (the same cen-
tral value is obtained also separately for the two subsets of events), where Rµµ

y refers to the ratio
B(J/y ! µ+µ�)/B(y0 ! µ+µ�) of branching fractions. This is compared to the world-average
value 0.484 ± 0.018(stat)± 0.011(syst)± 0.012(Ree

y ) [40], where Ree
y refers to the corresponding

ratio of branching fractions to e+e�. The two results are seen to agree within the uncertainties.

To evaluate the uncertainty in the mistag fraction f
M, we allow this fraction to vary in a fit

to the events in the B0 ! J/yK⇤0 control sample. We find f
M = (14.5 ± 0.5)%, compared to

the result from simulation (13.7 ± 0.1)%. The difference of 0.8 is propagated to P1 and P
0
5 by

determining the RMS of the respective distributions obtained from refitting the data 10 times,
varying f

M within a Gaussian distribution with a standard deviation of 0.8.

The systematic uncertainty associated with the functions used to model the angular distribu-
tion of the background is obtained from the statistical uncertainty in the background shape,
as these shapes are fixed in the final fit. This uncertainty is determined by fitting the data 200

Systematics

https://arxiv.org/abs/2003.04831


• CMS performed the feasibility study of this parameter with HL-LHC statistics, ~3000 , 
(200 pileup scenario)


• Using Run-1 analysis as baseline to project the result

• No change in trigger threshold or efficiency

• Improved mass resolution with upgrade


• Expected signal ~700k in full  bin

fb−1

q2

: HL-LHCB0 → K*0μ+μ−

13

• Statistical uncertainty scaled according to the 
expected yield 


• Systematic uncertainties based on data control 
channel scaled according to statistics 


• Other systematic uncertainties are scaled by a 
factor of 2 


• Total uncertainty is expected to improve by 15 
times wrt Run 1 result.

3. Extrapolation to the HL-LHC 3

Run I. The extrapolation method assumes that the signal-to-background is the same. Except
as noted below regarding the mass resolution, this is expected to be the case as the primary
source of background is from other b decays, whose cross section scales the same as the signal.
Samples of simulated signal events were used to evaluate the effect of three important aspects
of the analysis: mass resolution, CP mistagging rate, and the effect of pileup in order to justify
the extrapolation method.

3.1 Mass resolution

For analyses with significant background, the mass resolution is an important aspect in ob-
taining a high signal to background. The left plot of Fig. 1 shows the K+p�µ+µ� invariant
mass distribution in a specific q

2 bin for the Run I and Phase-2 simulations, and the width of
the B0 signal for each q

2 bin is shown on the right. The width is measured by performing a fit
to the K+p�µ+µ� mass distribution in each q

2 bin, parametrizing the B0 signal with the sum
of two Gaussian distributions and taking the average of the two Gaussian widths (weighted
by their relative contribution) as the B0 width. The improvement in mass resolution with the
Phase-2 conditions should improve the signal-to-background ratio from the Run I result. This
improvement is not included in the extrapolation.
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Figure 1: Left: the K+p�µ+µ� invariant mass distribution for bin 2 from Run I (black dia-
monds) and Phase-2 (red circles) simulation. A fit with the sum of two Gaussian functions is
superimposed to each distribution. Right: the B0 signal width for each q

2 bin in the Run I and
Phase-2 simulations.

3.2 Mistag rate

The assignment of the CP state is based on the distance of the invariant mass of the two hadrons
from the K⇤0 PDG mass [14]. Both mass hypotheses are computed, i.e. K+p� and K�p+, but
only the one closest to the K⇤0 world average mass is retained, which also directly determines
the CP state of the mother meson. The CP mistag fraction, defined as the ratio between the
number of wrongly tagged events and the total number of signal events, is determined from
simulation by counting the number of correctly and wrongly tagged events, where only truth-
matched events passing all of the selection criteria are considered. The mistag fraction obtained
from the Phase-2 MC simulation is found to be the same as in Run I.

3.3 Pileup effects

The analysis performance was proven not to be significantly affected by pileup during the
studies performed for the previous publications [6, 12]. In particular, the event selection re-

[CMS-PAS-FTR-18-033]
6. Conclusions 5

The increased amount of collected data foreseen for Phase-2 offers us the opportunity to per-
form the angular analysis in narrower q

2 bins, in order to measure the P0
5 shape as a function of

q
2 with finer granularity. The q

2 region below the J/y mass (squared), which is more sensitive to
possible new physics effects, is considered. Each Run I q

2 bin is split into smaller and equal-size
bins trying to achieve a statistical uncertainty of the order of the total systematic uncertainty in
the same bin with the additional constraint of having a bin width at least 5 times larger than
the dimuon mass resolution sr. If both conditions cannot be satisfied, then only the looser re-
quirement on the 5sr bin width is imposed. The dimuon mass resolution is obtained from the
MC simulation as a function of q

2. With respect to the Phase-2 systematic uncertainties with
wider bins, the systematic uncertainties that were scaled the same as the statistical uncertain-
ties are adjusted to account for less data in each bin while the other systematic uncertainties are
unchanged. The resulting binning is given in Table 2, along with the projected statistical and
systematic uncertainties. The lower two pads of Fig. 3 show the projected statistical and total
uncertainties.
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Figure 2: Projected statistical (hatched regions) and total (open boxes) uncertainties on the P0
5

parameter versus q
2 in the Phase-2 scenario with an integrated luminosity of 300 fb�1. The

CMS Run I measurement of P0
5 is shown by circles with inner vertical bars representing the

statistical uncertainties and outer vertical bars representing the total uncertainties. The vertical
shaded regions correspond to the J/y and y0 resonances.

6 Conclusions

The large amount of data expected from the HL-LHC will allow CMS to investigate rare B
physics decay channels and, in particular, precisely measure the P0

5 parameter shape in the
B0 ! K⇤0µ+µ� mode through an angular analysis. With the large data set of 3000 fb�1, cor-
responding to around 700K fully reconstructed B0 ! K⇤0µ+µ� events, the P0

5 uncertainties in
the q

2 bins are estimated to improve by up to a factor of 15 compared to the CMS measurement
from 20 fb�1 of 8 TeV data. We also studied the possibility to perform the analysis of the an-
gular observables in narrower q

2 bins, as a better determination of the P0
5 parameter shape will

allow significant tests for both beyond Standard Model physics and between different Stan-
dard Model calculations. The future sensitivity of the P0

5 angular variable has been presented,
however it is worth mentioning that, with the foreseen HL-LHC high statistics, CMS will have
the capability to perform a full angular analysis of the B0 ! K⇤0µ+µ� decay mode.



• Parameters of interest: forward backward 
asymmetry of muons ( ), angular parameter 
( )


• Full  bin is splitted in 9 bins


• 7 signal  bin, 2 control channel bins 
( , )


• 2 more special bins: [1-6]  and [1-22] 

AFB
FH

q2

q2

B+ → J/ψK+ B+ → ψ(2S)K+

GeV2 GeV2

 angular analysisB+ → K+μ+μ−

14

B
+ ! K

+µµ analysis

B
+ ! K

+µ+µ�
angular analysis

Phys. Rev. D 98 (2018) 112011

arXiv:1806.00636

Fully described by the angle ✓` and q2 = M2

µµ ;

Angular decay rate:

1

d�/dq2
d
2
�

dq2d cos ✓l
=

3

4
(1� FH)

⇣
1� cos

2 ✓`

⌘
+

1

2
FH +AFB cos ✓`

The forward-backward asymmetry of the muons, AFB ,
and the angular parameter FH can be extracted
through an angular analysis

Range of q2 divided in 9 bins
analysis performed in 7 signal bins
2 bins containing the resonant decays B+ ! J/ K+ and B+ !  (2S)K+

used as control channels
2 additional special bins: [1-6] GeV2 (clean predictions) and [1-22] GeV2 (full signal)

A. Boletti (Università & INFN Padova) B ! K
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• An unbinned maximum likelihood fit is performed in signal  bin.

• Validations are performed on signal MC sample (both high and data-like 

statistics)

q2

• Three body final state, one angle ( ) and  are sufficient to describe the 
decay rate.

θl q2
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5

from these samples and the input parameters from data follow Gaussian distributions with the
means consistent with zero and the widths smaller than the variations among the signal MC
subsample fits in the same q

2 range.

The final fit is performed over the full B+ meson invariant mass range and results in 2286 ± 73
signal events with q

2 from 1 to 22 GeV2. Figures 3 and 4 show the K+µ+µ� invariant mass and
the cos q` projections, respectively, for each q

2 range from the two-dimensional fit to the data.
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Figure 3: Projections of the K+µ+µ� invariant mass distributions for each q
2 range from the

two-dimensional fit of data. The solid lines show the total fit, the shaded area the signal con-
tribution, and the dash-dotted lines the background. The vertical bars on the points represent
the statistical uncertainty in data.

5 Systematic uncertainties
Several sources of systematic uncertainty in the measured values of AFB and FH are considered,
as summarized in Table 1. Varying the parameter values of Sm(m) used to fit the signal invari-
ant mass distribution within their uncertainties results in a negligible change in the measured
values of AFB and FH.

The finite size of the simulated event samples can affect the accuracy of the efficiency determi-
nation. To estimate the uncertainty, 200 alternative efficiency functions are created by varying
the parameters of the signal efficiency function e(cos q`) within their uncertainties. These al-
ternative efficiencies are independently used to fit the data. The standard deviations of the
resulting AFB and FH fit values are taken as their systematic uncertainties from this source. The
systematic uncertainty due to the efficiency description is estimated by changing the modeling
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Figure 4: Projections of the cos q` distributions for each q
2 range from the two-dimensional fit

of data. The solid lines show the total fit, the shaded area the signal contribution, and the dash-
dotted lines the background. The vertical bars on the points represent the statistical uncertainty
in data.

Table 1: Absolute values of the uncertainty contributions in the measurements of AFB and FH.
For each item, the range indicates the variation of the uncertainty in the signal q

2 ranges.

Systematic uncertainty AFB (⇥10-2) FH (⇥10-2)
Finite size of MC samples 0.4–1.8 0.9–5.0
Efficiency description 0.1–1.5 0.1–7.8
Simulation mismodeling 0.1–2.8 0.1–1.4
Background parametrization model 0.1–1.0 0.1–5.1
Angular resolution 0.1–1.7 0.1–3.3
Dimuon mass resolution 0.1–1.0 0.1–1.5
Fitting procedure 0.1–3.2 0.4–25
Background distribution 0.1–7.2 0.1–29

Total systematic uncertainty 1.6–7.5 4.4–39

of e(cos q`). The fit to e(cos q`) is modified from a sixth-order polynomial to the product of a
Gaussian function and a sixth-order polynomial, where the Gaussian function parameters are
the fit results from eacc, and the sixth-order polynomial parameters are the fit results from ereco.
The differences in the results of AFB and FH are used as the systematic uncertainties.

The simulated signal sample is used to evaluate the effects of any simulation mismodeling. The
difference in the fitted values of AFB and FH between a simulated sample at the generator level



• Two error bar on the data point: Inner error bar is statistical uncertainty, full 
bar is total uncertainty.


• Dominant systematic uncertainty

is from the background shape modelling.


• Observed results are compatible

with SM predictions within uncertainties.
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Figure 4: Projections of the cos q` distributions for each q
2 range from the two-dimensional fit

of data. The solid lines show the total fit, the shaded area the signal contribution, and the dash-
dotted lines the background. The vertical bars on the points represent the statistical uncertainty
in data.

Table 1: Absolute values of the uncertainty contributions in the measurements of AFB and FH.
For each item, the range indicates the variation of the uncertainty in the signal q

2 ranges.

Systematic uncertainty AFB (⇥10-2) FH (⇥10-2)
Finite size of MC samples 0.4–1.8 0.9–5.0
Efficiency description 0.1–1.5 0.1–7.8
Simulation mismodeling 0.1–2.8 0.1–1.4
Background parametrization model 0.1–1.0 0.1–5.1
Angular resolution 0.1–1.7 0.1–3.3
Dimuon mass resolution 0.1–1.0 0.1–1.5
Fitting procedure 0.1–3.2 0.4–25
Background distribution 0.1–7.2 0.1–29

Total systematic uncertainty 1.6–7.5 4.4–39

of e(cos q`). The fit to e(cos q`) is modified from a sixth-order polynomial to the product of a
Gaussian function and a sixth-order polynomial, where the Gaussian function parameters are
the fit results from eacc, and the sixth-order polynomial parameters are the fit results from ereco.
The differences in the results of AFB and FH are used as the systematic uncertainties.

The simulated signal sample is used to evaluate the effects of any simulation mismodeling. The
difference in the fitted values of AFB and FH between a simulated sample at the generator level



•  is reconstructed using 


• Differential decay rate as a function of and 
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Figure 1: Definition of the angular observables qK (left), q` (middle), and f (right) for the decay
B+ ! K⇤+µ+µ�.

occurs through two effects: finite detector resolution resulting in a reconstructed dimuon mass
different than the true value, and decays of the two charmonium states in which a low-energy
photon is emitted in addition to the two muons. Two additional requirements are used to re-
move these contributions. First, candidates that satisfy either mJ/y � 5sq < q < mJ/y + 3sq

or |q � my(2S) | < 3sq are removed, where mJ/y and my(2S) are the world-average J/y and
y(2S) masses [27], respectively, and sq is the calculated uncertainty in q for each candidate.
The second requirement specifically targets the radiative background by using the fact that
the missing low-energy photon will shift q and m from their nominal values by a similar
amount. Thus, these events are suppressed by requiring |(m � mB+)� (q � mJ/y)| > 0.09 GeV
and |(m � mB+)� (q � my(2S) )| > 0.03 GeV. When the B+ ! K⇤+J/y decay mode is used as a
control sample, the requirements in this paragraph are not applied.

The Monte Carlo (MC) samples corresponding to the signal and control channels are simulated
using PYTHIA 6.426 [28], with the unstable particle decays modeled by EVTGEN [29]. The par-
ticles are then propagated through a detailed model of the CMS detector with GEANT4 [30].
The reconstruction and selection of the MC generated events follow the same algorithms as
for the collision data. The number and spatial distribution of additional pp collision vertices
in the same or nearby beam crossings in the data are simulated by weighting the MC samples
to match the distributions found in data. The signal MC samples are used to estimate the ef-
ficiency, which includes the detector acceptance, the trigger efficiency, and the efficiency for
reconstructing and selecting the signal candidates.

4 Angular analysis
The measurement of AFB and FL is performed in three q

2 regions: 1 < q
2 < 8.68 GeV2, 10.09 <

q
2 < 12.86 GeV2, and 14.18 < q

2 < 19 GeV2. The angular distribution of the signal process,
B+ ! K⇤+µ+µ�, depends on three variables as shown in Fig. 1: qK (the angle in the K⇤+

meson rest frame between the momentum of the K0
S meson and the negative of the B+ meson

momentum), q` (the angle in the dimuon rest frame between the momentum of the positively
charged muon and the negative of the B+ meson momentum), and f (the angle in the B+

meson rest frame between the plane containing the two muons and the plane containing the
K0

S and p+ mesons). Since the extracted angular observables AFB and FL do not depend on f,
this angle is integrated out. While the K0

Sp+ invariant mass is required to be consistent with
coming from a K⇤+ resonance decay, there can still be S-wave K0

Sp+ contributions [19, 31–33].
This is parameterized by two terms: the S-wave fraction, FS, and the interference amplitude,
AS, between S- and P-wave decays. The parameters AFB, FL, FS, and AS are functions of q

2.

θK

θl
B

4

The differential decay rate of the signal decay B+ ! K⇤+µ+µ�, as a function of the angular
variables and q

2, can be written [19, 33] as:

1
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�
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�
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(1)

For each q
2 bin, the observables AFB and FL are extracted by performing an unbinned extended

maximum likelihood fit with three independent variables: m, cos qK, and cos q`. The unnor-
malized probability density function (pdf) used to fit the data is:

pdf(m, cos qK, cos q`) = YS S
m(m) S

a(cos qK, cos q`) e(cos qK, cos q`)

+ YB B
m(m) B

qK (cos qK) B
q`(cos q`).

(2)

The parameters YS and YB are the signal and background yields, respectively, and are free
parameters in the fit. The signal mass shape, S

m(m), is modeled by the sum of two Gaussian
functions with a common mean, and the shape parameters are fixed to the values obtained from
fitting simulated signal events. The mass shape of the background, B

m(m), is an exponential
function with the exponent as a free parameter. The function S

a(cos qK, cos q`) is obtained from
Eq. (1) to describe the signal event distribution in the (cos qK, cos q`) angular space. Since the
S-wave contribution is found to be small, FS and AS are fixed to zero in the nominal fit. The
functions B

qK (cos qK) and B
q`(cos q`) are the background shapes in the angular space. They

are obtained by fitting the data events in the B+ invariant mass sideband regions and fixed
in the final fit. The B

qK (cos qK) distributions are fitted to a sum of two exponential functions,
a fourth-degree polynomial, and a third-degree polynomial for the low, middle, and high q

2

ranges, respectively. The B
q`(cos q`) distributions are fitted to a sum of two Gaussian functions,

a fourth-degree polynomial, and a linear function for the low, middle, and high q
2 ranges,

respectively.

The signal efficiency function in the two-dimensional angular spaces e(cos qK, cos q`) is ob-
tained from the simulated samples using a two-step unbinned maximum likelihood fit process.
In the first step, the efficiency in each q

2 bin is fitted to a product of two one-dimensional func-
tions, one for each angular variable, assuming there is no correlation between the variables.
The one-dimensional functions are polynomials of degree six, except for the cos q` distribution
of the first q

2 bin, which is a sum of three Gaussian functions. In the second step, a two-
dimensional fit is performed on both angular variables, where the results from the first step
are fixed, and an additional function is added to account for correlations. This function is the
product of the powers 0, 1, 2, and 3 for Legendre polynomials with cos qK as the argument and
the powers 0, 1, 3, and 4 for ordinary polynomials with cos q` as the argument. This results
in sixteen terms, each controlled by a free parameter in the fit. The signal efficiencies and the
corresponding fits for each q

2 bin are shown as projections on cos qK (upper plots) and cos q`
(lower plots) in Fig. 2.

To test the fit, the reconstructed signal MC data set is split into 2000 random, disjoint sam-
ples, each with a similar number of signal events as the data sample. These are combined with

• Parameter of interests: longitudinal polarization of ( ) and forward-backward 
asymmetry of muons ( )


• Measurement performed on three  bins.


• Two additional  control regions to include  and 
resonant decays.

K*+ FL
AFB

q2

q2 B+ → J/ψK*+ B+ → ψ(2S)K*+



• 𝑭𝑳 and 𝑨FB extracted for each  bin by unbinned extended maximum- 
likelihood fit on  and 𝑚

q2

θl, θK

Fit algorithm

18

7

nuisance parameters that are used in the pseudo-experiments for constructing the acceptance
intervals for that test value of the parameter of interest. The correlation coefficients between
the two angular observables returned by MINUIT [35] are found to be 0.1 or less, depending on
the q

2 bin. Tests with pseudo-experiments are used to verify that the statistical uncertainties
have a coverage exceeding 68.3% in all cases.

The results of the unbinned maximum likelihood fit are overlaid on the data in projections
of m (upper plots), cos qK (middle plots), and cos q` (lower plots) for each q

2 region in Fig. 3.
The fitted values of YS, AFB, and FL, along with their associated uncertainties, are given in
Table 2 for each of the q

2 bins. In order to more clearly observe the signal features, the data
and fit results are shown versus the two angular variables in the invariant mass signal region
5.18 < m < 5.38 GeV in Fig. 4. The fitted values of AFB and FL are shown as a function of
q

2 in Fig. 5, along with a SM prediction. This prediction combines quantum chromodynamic
factorization and soft collinear effective theory at large recoil with heavy-quark effective theory
and lattice gauge theory at small recoil to separate hard physics (around the b quark mass)
from soft physics (around LQCD) [20, 36–38]. While theoretical predictions are unavailable
for the region between the J/y and y(2S) meson masses (10.09 < q

2 < 12.86 GeV2), the SM
prediction agrees with the experimental results for the other q

2 bins, indicating no evidence of
contributions from physics beyond the SM.
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Figure 3: The K0
Sp+µ+µ� invariant mass (upper row), cos qK (middle row), and cos q` (lower

row) distributions for each q
2 range is shown for data, along with the fit projections. The

vertical bars on the data points indicate the statistical uncertainty. The filled areas, dashed
lines, and solid lines represent the signal, background, and total contributions, respectively.
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nuisance parameters that are used in the pseudo-experiments for constructing the acceptance
intervals for that test value of the parameter of interest. The correlation coefficients between
the two angular observables returned by MINUIT [35] are found to be 0.1 or less, depending on
the q

2 bin. Tests with pseudo-experiments are used to verify that the statistical uncertainties
have a coverage exceeding 68.3% in all cases.

The results of the unbinned maximum likelihood fit are overlaid on the data in projections
of m (upper plots), cos qK (middle plots), and cos q` (lower plots) for each q

2 region in Fig. 3.
The fitted values of YS, AFB, and FL, along with their associated uncertainties, are given in
Table 2 for each of the q

2 bins. In order to more clearly observe the signal features, the data
and fit results are shown versus the two angular variables in the invariant mass signal region
5.18 < m < 5.38 GeV in Fig. 4. The fitted values of AFB and FL are shown as a function of
q

2 in Fig. 5, along with a SM prediction. This prediction combines quantum chromodynamic
factorization and soft collinear effective theory at large recoil with heavy-quark effective theory
and lattice gauge theory at small recoil to separate hard physics (around the b quark mass)
from soft physics (around LQCD) [20, 36–38]. While theoretical predictions are unavailable
for the region between the J/y and y(2S) meson masses (10.09 < q

2 < 12.86 GeV2), the SM
prediction agrees with the experimental results for the other q

2 bins, indicating no evidence of
contributions from physics beyond the SM.
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lines, and solid lines represent the signal, background, and total contributions, respectively.
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nuisance parameters that are used in the pseudo-experiments for constructing the acceptance
intervals for that test value of the parameter of interest. The correlation coefficients between
the two angular observables returned by MINUIT [35] are found to be 0.1 or less, depending on
the q

2 bin. Tests with pseudo-experiments are used to verify that the statistical uncertainties
have a coverage exceeding 68.3% in all cases.

The results of the unbinned maximum likelihood fit are overlaid on the data in projections
of m (upper plots), cos qK (middle plots), and cos q` (lower plots) for each q

2 region in Fig. 3.
The fitted values of YS, AFB, and FL, along with their associated uncertainties, are given in
Table 2 for each of the q

2 bins. In order to more clearly observe the signal features, the data
and fit results are shown versus the two angular variables in the invariant mass signal region
5.18 < m < 5.38 GeV in Fig. 4. The fitted values of AFB and FL are shown as a function of
q

2 in Fig. 5, along with a SM prediction. This prediction combines quantum chromodynamic
factorization and soft collinear effective theory at large recoil with heavy-quark effective theory
and lattice gauge theory at small recoil to separate hard physics (around the b quark mass)
from soft physics (around LQCD) [20, 36–38]. While theoretical predictions are unavailable
for the region between the J/y and y(2S) meson masses (10.09 < q

2 < 12.86 GeV2), the SM
prediction agrees with the experimental results for the other q

2 bins, indicating no evidence of
contributions from physics beyond the SM.
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The differential decay rate of the signal decay B+ ! K⇤+µ+µ�, as a function of the angular
variables and q

2, can be written [19, 33] as:
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For each q
2 bin, the observables AFB and FL are extracted by performing an unbinned extended

maximum likelihood fit with three independent variables: m, cos qK, and cos q`. The unnor-
malized probability density function (pdf) used to fit the data is:

pdf(m, cos qK, cos q`) = YS S
m(m) S

a(cos qK, cos q`) e(cos qK, cos q`)

+ YB B
m(m) B

qK (cos qK) B
q`(cos q`).

(2)

The parameters YS and YB are the signal and background yields, respectively, and are free
parameters in the fit. The signal mass shape, S

m(m), is modeled by the sum of two Gaussian
functions with a common mean, and the shape parameters are fixed to the values obtained from
fitting simulated signal events. The mass shape of the background, B

m(m), is an exponential
function with the exponent as a free parameter. The function S

a(cos qK, cos q`) is obtained from
Eq. (1) to describe the signal event distribution in the (cos qK, cos q`) angular space. Since the
S-wave contribution is found to be small, FS and AS are fixed to zero in the nominal fit. The
functions B

qK (cos qK) and B
q`(cos q`) are the background shapes in the angular space. They

are obtained by fitting the data events in the B+ invariant mass sideband regions and fixed
in the final fit. The B

qK (cos qK) distributions are fitted to a sum of two exponential functions,
a fourth-degree polynomial, and a third-degree polynomial for the low, middle, and high q

2

ranges, respectively. The B
q`(cos q`) distributions are fitted to a sum of two Gaussian functions,

a fourth-degree polynomial, and a linear function for the low, middle, and high q
2 ranges,

respectively.

The signal efficiency function in the two-dimensional angular spaces e(cos qK, cos q`) is ob-
tained from the simulated samples using a two-step unbinned maximum likelihood fit process.
In the first step, the efficiency in each q

2 bin is fitted to a product of two one-dimensional func-
tions, one for each angular variable, assuming there is no correlation between the variables.
The one-dimensional functions are polynomials of degree six, except for the cos q` distribution
of the first q

2 bin, which is a sum of three Gaussian functions. In the second step, a two-
dimensional fit is performed on both angular variables, where the results from the first step
are fixed, and an additional function is added to account for correlations. This function is the
product of the powers 0, 1, 2, and 3 for Legendre polynomials with cos qK as the argument and
the powers 0, 1, 3, and 4 for ordinary polynomials with cos q` as the argument. This results
in sixteen terms, each controlled by a free parameter in the fit. The signal efficiencies and the
corresponding fits for each q

2 bin are shown as projections on cos qK (upper plots) and cos q`
(lower plots) in Fig. 2.

To test the fit, the reconstructed signal MC data set is split into 2000 random, disjoint sam-
ples, each with a similar number of signal events as the data sample. These are combined with

•  and  are the signal and background yields (free parameters).


•  and  are double Gaussian shape with parameters 
determined on MC and exponential function (slope free)


•  and  are polynomial or exponential functions 
depending on the .
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Figure 2: The signal efficiency as a function of cos qK (upper row) and cos q` (lower row) from
simulation for the q

2 ranges indicated. The vertical bars indicate the statistical uncertainty.
The curves show the projection of the fitted result obtained from the two-dimensional fit, as
described in the text.

background events generated using the appropriate pdf in Eq. (2), with parameters taken from
the fit to the data. Each sample is fitted in the same manner as the data and the resulting val-
ues for AFB and FL are found to have approximately Gaussian distributions with mean values
close to the MC values. This indicates the fit is unbiased and accurate, even in the presence of
background.

The degree to which the simulation describes the data is examined by using the B+ ! K⇤+J/y
MC sample to determine the efficiency, correcting the B+ ! K⇤+J/y data by this efficiency, and
comparing the cos qK and cos q` distributions with the SM expectations. The residual discrep-
ancies are found to have a negligible effect on the measured values of AFB and FL.

5 Systematic uncertainties
Several sources of systematic uncertainties are considered in this analysis. First, the statistical
uncertainty associated with the finite number of signal MC events is evaluated by generating
200 alternative efficiency functions, varying the function parameters according to their uncer-
tainties. Each of these efficiency functions is used to fit the data, and the standard deviations of
the distributions of the fitted values for AFB and FL are taken as the systematic uncertainty in
each quantity. The second source of systematic uncertainty is from the shape used to parame-
terize the efficiency. The difference between the values of AFB and FL obtained from fitting the
generator-level MC signal events (with no efficiency function) and the reconstructed MC signal
events (with the efficiency function) is taken as the estimate for this systematic uncertainty.

The third systematic uncertainty arises from modeling the angular distribution of the back-
ground events and is composed of three components. The first component is intended to check
the functional form. Instead of fitting the sideband data with the functional forms described in
Section 4, the lower and upper sidebands are individually fit to a non-parametric function and
the two pdfs are combined according to their relative yields. The difference between the results
obtained with this alternative background pdf and the default function is taken as a system-
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Figure 2: The signal efficiency as a function of cos qK (upper row) and cos q` (lower row) from
simulation for the q

2 ranges indicated. The vertical bars indicate the statistical uncertainty.
The curves show the projection of the fitted result obtained from the two-dimensional fit, as
described in the text.

background events generated using the appropriate pdf in Eq. (2), with parameters taken from
the fit to the data. Each sample is fitted in the same manner as the data and the resulting val-
ues for AFB and FL are found to have approximately Gaussian distributions with mean values
close to the MC values. This indicates the fit is unbiased and accurate, even in the presence of
background.

The degree to which the simulation describes the data is examined by using the B+ ! K⇤+J/y
MC sample to determine the efficiency, correcting the B+ ! K⇤+J/y data by this efficiency, and
comparing the cos qK and cos q` distributions with the SM expectations. The residual discrep-
ancies are found to have a negligible effect on the measured values of AFB and FL.

5 Systematic uncertainties
Several sources of systematic uncertainties are considered in this analysis. First, the statistical
uncertainty associated with the finite number of signal MC events is evaluated by generating
200 alternative efficiency functions, varying the function parameters according to their uncer-
tainties. Each of these efficiency functions is used to fit the data, and the standard deviations of
the distributions of the fitted values for AFB and FL are taken as the systematic uncertainty in
each quantity. The second source of systematic uncertainty is from the shape used to parame-
terize the efficiency. The difference between the values of AFB and FL obtained from fitting the
generator-level MC signal events (with no efficiency function) and the reconstructed MC signal
events (with the efficiency function) is taken as the estimate for this systematic uncertainty.

The third systematic uncertainty arises from modeling the angular distribution of the back-
ground events and is composed of three components. The first component is intended to check
the functional form. Instead of fitting the sideband data with the functional forms described in
Section 4, the lower and upper sidebands are individually fit to a non-parametric function and
the two pdfs are combined according to their relative yields. The difference between the results
obtained with this alternative background pdf and the default function is taken as a system-

Examples of fit projections in 1 < q2 < 8.68 GeV2



• Inner error bar indicates the statistical uncertainty, full bar is total uncertainty 

• Results compatible with Standard Model predictions within uncertainties

: ResultsB+ → K*+μ+μ−
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Table 2: The YS, AFB, and FL values from the fit for each q
2 range. The first uncertainty is

statistical and the second is systematic.

q
2 (GeV2) YS AFB FL

1 – 8.68 22.1 ± 8.1 �0.14+0.32
�0.35 ± 0.17 0.60+0.31

�0.25 ± 0.13
10.09 – 12.86 25.9 ± 6.3 0.09+0.16

�0.11 ± 0.04 0.88+0.10
�0.13 ± 0.05

14.18 – 19 45.1 ± 8.0 0.33+0.11
�0.07 ± 0.05 0.55+0.13

�0.10 ± 0.06
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Figure 4: The cos qK (upper row) and cos q` (lower row) distributions for each q
2 range is shown

for data in the invariant mass region 5.18 < m < 5.38 GeV, along with the fit projections for the
same region. The vertical bars on the data points indicate the statistical uncertainty. The filled
areas, dashed lines, and solid lines represent the signal, background, and total contributions,
respectively.
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Figure 5: The measured values of AFB (left) and FL (right) versus q
2 for B+ ! K⇤+µ+µ� de-

cays are shown with filled squares, centered on the q
2 bin. The statistical (total) uncertainty

is shown by inner (outer) vertical bars. The vertical shaded regions correspond to the regions
dominated by B+ ! K⇤+J/y and B+ ! K⇤+y(2S) decays. The SM predictions and associated
uncertainties are shown by the filled circles and vertical bars, with the points slightly offset
from the center of the q

2 bin for clarity.

• Validation of angular PDFs (  )

from final fit with signal region events


•  : 5.18-5.38 GeV


• Good description of the signal and background angular PDFs in signal region

cosθl, cosθK

MB0
s
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Table 2: The YS, AFB, and FL values from the fit for each q
2 range. The first uncertainty is

statistical and the second is systematic.

q
2 (GeV2) YS AFB FL

1 – 8.68 22.1 ± 8.1 �0.14+0.32
�0.35 ± 0.17 0.60+0.31

�0.25 ± 0.13
10.09 – 12.86 25.9 ± 6.3 0.09+0.16

�0.11 ± 0.04 0.88+0.10
�0.13 ± 0.05

14.18 – 19 45.1 ± 8.0 0.33+0.11
�0.07 ± 0.05 0.55+0.13

�0.10 ± 0.06
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Figure 4: The cos qK (upper row) and cos q` (lower row) distributions for each q
2 range is shown

for data in the invariant mass region 5.18 < m < 5.38 GeV, along with the fit projections for the
same region. The vertical bars on the data points indicate the statistical uncertainty. The filled
areas, dashed lines, and solid lines represent the signal, background, and total contributions,
respectively.
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Figure 5: The measured values of AFB (left) and FL (right) versus q
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cays are shown with filled squares, centered on the q
2 bin. The statistical (total) uncertainty

is shown by inner (outer) vertical bars. The vertical shaded regions correspond to the regions
dominated by B+ ! K⇤+J/y and B+ ! K⇤+y(2S) decays. The SM predictions and associated
uncertainties are shown by the filled circles and vertical bars, with the points slightly offset
from the center of the q

2 bin for clarity.
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Table 2: The YS, AFB, and FL values from the fit for each q
2 range. The first uncertainty is

statistical and the second is systematic.

q
2 (GeV2) YS AFB FL

1 – 8.68 22.1 ± 8.1 �0.14+0.32
�0.35 ± 0.17 0.60+0.31

�0.25 ± 0.13
10.09 – 12.86 25.9 ± 6.3 0.09+0.16

�0.11 ± 0.04 0.88+0.10
�0.13 ± 0.05

14.18 – 19 45.1 ± 8.0 0.33+0.11
�0.07 ± 0.05 0.55+0.13

�0.10 ± 0.06
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Figure 4: The cos qK (upper row) and cos q` (lower row) distributions for each q
2 range is shown

for data in the invariant mass region 5.18 < m < 5.38 GeV, along with the fit projections for the
same region. The vertical bars on the data points indicate the statistical uncertainty. The filled
areas, dashed lines, and solid lines represent the signal, background, and total contributions,
respectively.
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Figure 5: The measured values of AFB (left) and FL (right) versus q
2 for B+ ! K⇤+µ+µ� de-

cays are shown with filled squares, centered on the q
2 bin. The statistical (total) uncertainty

is shown by inner (outer) vertical bars. The vertical shaded regions correspond to the regions
dominated by B+ ! K⇤+J/y and B+ ! K⇤+y(2S) decays. The SM predictions and associated
uncertainties are shown by the filled circles and vertical bars, with the points slightly offset
from the center of the q

2 bin for clarity.

Systematic uncertainties
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Dominate systematic uncertainty from background description and effect:
Ø Shape functional form
Ø Effect of alternate sideband region
Ø Sideband statistical uncertainty

Systematic uncertainty



• CP violation in  decays

• CPV phase  and decay width difference  is measured in 

 channel.

• Consistent with the SM prediction


• FCNC rare decays are being extensively studied in CMS using 
Run 1 data

•  has been extended to measure  and .


•  showed some deviation from SM (by different experiments)


•  angular analysis performed for the first time in 
CMS, to measure  and 


•  angular analysis performed to extract  and .

• Results are in agreement with SM


• Run 2 analyses are underway and new results are expected to be out 
soon.

B0
s

ϕs ΔΓs
B0

s → J/ψϕ

B0 → K*0μ+μ− P1 P′￼
5

P′￼
5

B+ → K+μ+μ−

AFB FH
B+ → K*+μ+μ− AFB FL

Summary

20



Backup
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• Results are consistent with SM predictions and 
no CPV in the interference between mixing 
and decay. 

: ResultsB0
s → J/ψϕ

22

Overview
• Results are consistent 

with SM predictions and 
no CPV in the 
interference between 
mixing and decay.

• Also, the first 
measurement by CMS of 
Δms and |λ| 

13

Combination with all measurements

• �J/ KK
s = �0.050 ± 0.017 rad ! improved by 23%

• �cc̄s
s = �0.039 ± 0.016 rad ! improved by 15%

• Consistent with the prediction of Global fits assuming SM:3

�CKMfitter
s ⇡ (�0.0368+0.0006

�0.0009) rad, �
UTfitter
s = �0.0370 ± 0.0010 rad

3Ignoring penguin contribution.
V. Jevtic, P. Li sin 2� and �s June 13, 2023 39 / 44



Systematic uncertainties
9

Table 1: Systematic uncertainties in P1 and P
0
5. For each source, the range indicates the variation

over the bins in q
2.

Source P1(⇥10�3) P
0
5(⇥10�3)

Simulation mismodeling 1–33 10–23
Fit bias 5–78 10–120
Finite size of simulated samples 29–73 31–110
Efficiency 17–100 5–65
Kp mistagging 8–110 6–66
Background distribution 12–70 10–51
Mass distribution 12 19
Feed-through background 4–12 3–24
FL, FS, AS uncertainty propagation 0–210 0–210
Angular resolution 2–68 0.1–12
Total 100–230 70–250

Because the efficiency functions are estimated from a finite number of simulated events, there
is a corresponding statistical uncertainty in the efficiency. Alternatives to the default efficiency
function are obtained by generating 100 new distributions for the numerator and the denomi-
nator of the efficiency ratio based on the default kernel density estimators as pdfs, and rederiv-
ing new kernel density estimators for each trial. The effect of these different efficiency functions
on the final result is used to estimate the systematic uncertainty.

The efficiency determination is checked by comparing efficiency-corrected results obtained
from the control channels with the corresponding world-average values. The B0 ! J/yK⇤0

control sample contains 165 000 events, compared with 11 000 events for the B0 ! y0K⇤0

sample. Because of its greater statistical precision, we rely on the B0 ! J/yK⇤0 sample to
perform the check of the efficiency determination for the angular variables. We do this by
measuring the longitudinal polarization fraction FL in the B0 ! J/yK⇤0 decays. We find
FL = 0.537 ± 0.002 (stat), compared with the world-average value 0.571 ± 0.007 (stat+syst) [40].
The difference of 0.034 is propagated to P1 and P

0
5 by taking the root-mean-square (RMS) of

the respective distributions resulting from refitting the data 200 times, varying FL within a
Gaussian distribution with a standard deviation of 0.034. As a cross-check that the overall
efficiency is not affected by a q

2-dependent offset, we measure the ratio of branching frac-
tions B(B0 ! y0K⇤0)/B(B0 ! J/yK⇤0) = 0.480 ± 0.008 (stat) ± 0.055 (Rµµ

y ), by means of
efficiency-corrected yields including both correctly and wrongly tagged events (the same cen-
tral value is obtained also separately for the two subsets of events), where Rµµ

y refers to the ratio
B(J/y ! µ+µ�)/B(y0 ! µ+µ�) of branching fractions. This is compared to the world-average
value 0.484 ± 0.018(stat)± 0.011(syst)± 0.012(Ree

y ) [40], where Ree
y refers to the corresponding

ratio of branching fractions to e+e�. The two results are seen to agree within the uncertainties.

To evaluate the uncertainty in the mistag fraction f
M, we allow this fraction to vary in a fit

to the events in the B0 ! J/yK⇤0 control sample. We find f
M = (14.5 ± 0.5)%, compared to

the result from simulation (13.7 ± 0.1)%. The difference of 0.8 is propagated to P1 and P
0
5 by

determining the RMS of the respective distributions obtained from refitting the data 10 times,
varying f

M within a Gaussian distribution with a standard deviation of 0.8.

The systematic uncertainty associated with the functions used to model the angular distribu-
tion of the background is obtained from the statistical uncertainty in the background shape,
as these shapes are fixed in the final fit. This uncertainty is determined by fitting the data 200

23

Fit bias with cocktail signal MC + toy background from data side-bands 

MC stat due to limited statistics in efficiency shape evaluation 


 mistag evaluated in  control region and propagated to all bins

 uncertainty propagation studied with pseudo experiment, take ratio of 

stat. uncert. on  and   with free and fixed fit to estimate systematic uncertainties.


Kπ J/ψ
FL, FS, AS

P1 P′￼
5



•  decays are Flavour changing neutral current 
process

• Forbidden in Standard Model at tree level

• Proceed through higher order diagrams (penguin, box)


• Sensitive to New Physics effect

• Suitable decay modes are: , 

, ,  etc

• List of observables to compare with SM predictions (as 

function of square of dimuon mass): Branching fractions, 
differential BFs, CP asymmetry, Isospin asymmetry, 
Forward-backward asymmetry of muons etc 

b → sll

B0 → K*0μ+μ−

B+ → K+μ+μ− B+ → K*+μ+μ− B0
s → ϕμ+μ−

New physics in  transitions b → sl+l−

24

Flavour changing neutral current decays ! → #ℓ!ℓ"
• forbidden in the Standard Model at tree level
• can be used to probe new-physics effects

NEW %! → &∗!'' angular analysis: two quantities
measured as a function of the (( inv. mass:
• muon forward-backward asymmetry )$%
• *∗! longitudinal polarization fraction +&

Results from pp collisions at # = 8 ./0 (ℒ =
20.05!"') at CMS [CMS-PAS-BPH-15-009]

More angular analyses in CMS with Run-I data
• 6( → *∗(((
[Phys Lett B 753 (2016) 424][Phys Lett B 781 (2018) 517-541]

• 6! → *!(( [Phys Rev D 98 (2018) 112011]

3ICNFP2020 - Recent CMS heavy flavour physics results - F. Simone

Search for new physics in ! → #ℓ!ℓ" transitions

Flavour changing neutral current decays ! → #ℓ!ℓ"
• forbidden in the Standard Model at tree level
• can be used to probe new-physics effects

NEW %! → &∗!'' angular analysis: two quantities
measured as a function of the (( inv. mass:
• muon forward-backward asymmetry )$%
• *∗! longitudinal polarization fraction +&

Results from pp collisions at # = 8 ./0 (ℒ =
20.05!"') at CMS [CMS-PAS-BPH-15-009]

More angular analyses in CMS with Run-I data
• 6( → *∗(((
[Phys Lett B 753 (2016) 424][Phys Lett B 781 (2018) 517-541]

• 6! → *!(( [Phys Rev D 98 (2018) 112011]

3ICNFP2020 - Recent CMS heavy flavour physics results - F. Simone

Search for new physics in ! → #ℓ!ℓ" transitions

• In this talk, following analysis will be covered.

• Measurement of angular parameters from the decay  in proton–proton 

collisions at  TeV. [Phys Lett B 781 (2018) 517-541] 


• Angular analysis of the decay  in proton-proton collisions at  TeV.  
[Phys Rev D 98 (2018) 112011]


• Angular analysis of the decay  in proton-proton collisions at  TeV. 
[JHEP 04 (2021) 124]

B0 → K*0μ+μ−

s = 8

B+ → K+μ+μ− s = 8

B+ → K*+μ+μ− s = 8



• Overall agreement is good.

• Systematic uncertainty on the model assumptions are considered.

Fit projections

25

11

Table 3: Results of the fit to data. Statistical uncertainties are obtained from the increase in
� logL by 0.5, whereas systematic uncertainties are described below and summarized in Ta-
ble 4.

Parameter Fit value Stat. uncer. Syst. uncer.
fs [mrad] �11 ± 50 ± 10
DGs [ps�1] 0.114 ± 0.014 ± 0.007
Dms [}ps�1] 17.51 + 0.10

� 0.09 ± 0.03
|l| 0.972 ± 0.026 ± 0.008
Gs [ps�1] 0.6531 ± 0.0042 ± 0.0026
|A0|2 0.5350 ± 0.0047 ± 0.0049
|A?|2 0.2337 ± 0.0063 ± 0.0045
|AS|2 0.022 + 0.008

� 0.007 ± 0.016
dk [rad] 3.18 ± 0.12 ± 0.03
d? [rad] 2.77 ± 0.16 ± 0.05
dS? [rad] 0.221 + 0.083

� 0.070 ± 0.048

Figure 5: The angular distributions cos qT (left), cos yT (middle), and jT (right) for the B0
s can-

didates and the projections from the fit. The notations are as in Fig. 2.

(referred to as “nominal-model pseudo-experiments” in what follows). Each of them is fitted
with the nominal model, and the pull distributions (i.e., the difference divided by the com-
bined uncertainty) between the parameters obtained from the fit and their input values are
produced. Each pull distribution is fitted with a Gaussian function, and the estimated cen-
tral value is taken as the corresponding systematic uncertainty, if different from zero by more
than its error. To avoid double-counting this uncertainty, whenever pseudo-experiments are
used to evaluate other systematic uncertainties, the model bias is always subtracted. In these
cases, the corresponding pull distributions are compared to those obtained with the nominal-
model pseudo-experiments. If the mean of the pull distribution differs from the mean of the
nominal-model distribution by more than their combined RMS, the difference is taken as the
corresponding systematic uncertainty.

Model assumptions: The assumptions made in defining the likelihood functions are tested by
generating pseudo-experiments with different hypotheses and fitting the samples with the
nominal model. The following assumptions are tested: signal and background invariant mass
models, background proper decay length model, and background angular model. Pull dis-
tributions with respect to the input values are used to evaluate the systematic uncertainty, as
described in the “model bias” paragraph.

Angular efficiency: The systematic uncertainty related to the limited MC event count used to
estimate the angular efficiency function is evaluated by regenerating the efficiency histograms
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Simulated event samples are used to measure the selection efficiency and the flavor tagging
performance. These samples are produced using the PYTHIA 8.230 Monte Carlo (MC) event
generator [33] with the underlying event tune CP5 [34] and the parton distribution function set
NNPDF3.1 [35]. The b hadron decays are modeled with the EVTGEN 1.6.0 package [36]. Final-
state photon radiation is accounted for in the EVTGEN simulation with PHOTOS 215.5 [37, 38].
The response of the CMS detector is simulated using the GEANT4 package [39]. The effect of
multiple collisions in the same or neighboring bunch crossings (pileup) is accounted for by
overlaying simulated minimum bias events on the hard-scattering process. Simulated samples
are then reconstructed using the same software as for collision data.

The simulation is validated via comparison with background-subtracted data in a number of
control distributions. The B0

s candidate invariant mass distribution after the signal selection is
shown in Fig. 2, whereas the proper decay length and its uncertainty distributions are shown
in Fig. 3.

Figure 2: The invariant mass distribution of the B0
s ! J/y f ! µ+µ� K+K� candidates in data.

The vertical bars on the points represent the statistical uncertainties. The solid line represents
a projection of the fit to data (as discussed in Section 5, solid markers), the dashed line cor-
responds to the signal, the dotted line to the combinatorial background, and the long-dashed
line to the peaking background from B0 ! J/y K⇤(892)0 ! µ+µ� K+p�, as obtained from the
fit. The distribution of the differences between the data and the fit, divided by the combined
uncertainty in the data and the best fit function for each bin (pulls) is displayed in the lower
panel.

4 Flavor tagging
The flavor of the B0

s candidate at production is determined with an OS flavor tagging algorithm.
The OS approach is based on the fact that b quarks are predominantly produced in bb pairs,
and therefore one can infer the initial B0

s meson flavor by determining the flavor of the other
(“OS”) b quark in the event.

In this analysis, the flavor of the OS b hadron is deduced by exploiting the semileptonic b !
µ� + X decay, where the muon sign x is used as the tagging variable (x = �1 for B0

s). This
technique works on a probabilistic basis. If no OS muon is found, the event is considered as
untagged (x = 0). The tagging efficiency #tag is defined as the fraction of candidate events that
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Figure 3: The ct distribution (left) and its uncertainty (right) for the B0
s ! J/y f ! µ+µ� K+K�

candidates in data. The notations are as in Fig. 2.

are tagged. When a muon is found, the tag is defined to be correct (“right tag”) if the flavor
predicted using the muon sign and the actual B0

s meson flavor at production coincide. The
correlation between the muon sign and the signal B0

s meson flavor is diluted by wrong tags
(mistags) originating from cascade b ! c ! µ+ + X decays, oscillation of the OS B0 or B0

s
meson, and muons originating from other sources, such as J/y meson and charged pion and
kaon decays. The mistag fraction wtag is defined as the ratio between the number of wrongly
tagged events and the total number of tagged events. It is used to compute the dilution D ⌘
1 � 2wtag, which is a measure of the performance degradation due to mistagged events. The
tagging power Ptag ⌘ #tagD2 is the effective tagging efficiency, which takes into account the
dilution and is used as a figure of merit in maximizing the algorithm performance.

To maximize the sensitivity of this measurement, we have developed a novel OS muon tagger
taking advantage of machine learning techniques. The use of deep neural networks (DNNs) in
the new tagger leads to lowering of the mistag probability wtag and reducing of the related sys-
tematic uncertainties. The use of a dedicated trigger, which requires an OS muon, dramatically
increases the fraction of tagged candidates compared to our earlier measurement [14]. Taken
together, these two improvements increase the muon tagging performance by ⇡20% compared
to that in Ref. [14].

For each event, we search for a candidate OS muon consistent with originating from the same
production vertex as the signal B0

s meson. This tagging muon is required to have pT > 2 GeV,
|h| < 2.4, the longitudinal impact parameter with respect to the production vertex IPz < 1.0 cm,
and the distance from the B0

s candidate momenta in the (h, f) plane DRh,f > 0.4. Tracks that
belong to the reconstructed B0

s ! J/y f ! µ+µ� K+K� decay are explicitly excluded from con-
sideration. In order to reduce the contamination from light-flavor hadrons misreconstructed as
tagging muons, a discriminator based on a DNN was developed using the KERAS library [40]
within the TMVA toolkit. This discriminator, called the “DNN against light hadrons” in the fol-
lowing, uses 25 input features related to the muon kinematics and reconstruction quality, and
is trained with 3.5 ⇥ 106 simulated muon candidates of which 2.5 ⇥ 105 are misreconstructed
hadrons. The following DNN hyperparameters are optimized through a grid scan to maximize
the discrimination power: number of layers, number of neurons for each layer, and the dropout
probability. No signs of overtraining are observed at the chosen hyperparameters configura-
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