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• Introduction
• The census of Galactic gamma-ray sources
• The two ends of the gamma-ray spectrum
• A few more recent highlights
• Exotic emitters
• What’s next?
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Coming of age of gamma-ray astronomy

• original motivation: find the sources of 
Galactic cosmic rays (CRs), probably 
supernova remnants (SNRs)

• today astonishing variety of sources, of 
which many in the Milky Way
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Observation techniques
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HE sources
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VHE/UHE sources
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Thanks to D. Horan and S. Wakely for sharing TeVCat data
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HE and VHE source classes
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Thanks to D. Horan and S. Wakely for sharing TeVCat data

Source diversity → particle acceleration and transport in a variety 
of astrophysical conditions and environments.
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Injection parameters

1
H �1

1
H �2

1
H �3

1
H �4

4
He �1

4
He �2

4
He �3

4
He �4

Max model 2.33 2.23 2.78 — 3.28 2.18 2.69 —

Min model 2.33 2.16 2.44 3.37 2.30 2.06 2.34 3.01

Table 1: Spectral indexes at injection for the Max and Min models. These spectral indexes are tuned to CR local data as described above and
correspond to spectral breaks at the following energies: 335 and 6 · 106 GeV for the Max models and 335, 2 · 104 and 4 · 106 GeV for the Min
models.

We compute the full-sky maps of the diffuse gamma-ray
emission associated to ⇡0 emission, Inverse Compton scatter-
ing and Bremsstrahlung with the HERMES code (Dundovic et al.
2021). We choose an angular resolution characterized by the
Healpix resolution pararameter nside = 512, corresponding
to a mean spacing between pixel of ' 0.11� (Górski et al. 2005),
nicely matching the angular resolution of the gas models adopted
to compute the hadronic emission. For illustrative purpose, we
show the Mollweide projection of the total emission associated
to the �-optimized Min model in Fig. 3, in a lower resolution.

In order to directly compare our models to the different ex-
perimental results described above, we consider several regions
of interest, directly associated to the spectral data provided by
the experiments focused on the very-high-energy domain. In par-
ticular, we show in the same Figure the contours of the regions
observed by LHAASO (coincident with Tibet AS� and ARGO)
and IceCube-86.

We obtain the integrated flux in these regions, which we
compare to the experimental data without any further ad-hoc
tuning and post-processing. We emphasize once again that all
the details of the setup (in particular, the ring-by-ring normal-
ization of the molecular gas density, and the CR transport setup)
are set by the comparison with both local data on charged CRs
and Fermi-LAT data in the GeV-TeV domain, as commented in
more details in the Appendix. The results are presented in Fig.s
(4) and (6). The absorption due to � � � scattering is accounted
as described at the end of Sec.3.2. Its effect is shown in Fig. 7
for the �-optimized scenario.

Fig. 4, in particular, clearly represents the main result of this
paper. This plot demonstrates that the diffuse emission models
presented in this work — obtained under the assumption that the
emission is fully originated by the diffuse Galactic CR “sea” —
are able to capture the main features of the observed data in a
remarkably large range of energies, from 10 GeV all the way up
to the PeV domain. This is already a major result.

However, since we are willing to go beyond this first level
of interpretation and use our results to learn something about
Galactic CR properties we face two main problems:

– there is a significant degeneracy between the choice of the
CR transport setup and that of the source spectra (which, as
we shown, depends also on the CR data systematics);

– there is a significant scatter of the Tibet and LHAASO data
above 50 TeV.

While this situation is likely to improve with the next data re-
leases we may already get some valuable hints limiting ourselves
to consider only the lowest energy bin of both experiments which
should be affected by lower systematics. Interestingly we notice
that the four lowest energy LHAASO points – below 50 TeV –
are well aligned among themselves and the Tibet ones. We no-
tice that those data favour the �-optimized Max model. Even if

we were to disregard Tibet data, or assume them to be contam-
inated by the emission of the Cygnus cocoon (see Sec. 2.3), the
�-optimized scenario would remain the preferred one though in
its Min realization (see also Fig. 7). Although the Base - Max
model is also in reasonable agreement with LHAASO data it is
disfavored by Fermi-LAT and ARGO results. This shows the im-
portance of using data over the widest possible energy range.

Fig. 4: The �-ray spectra computed within the conventional (base) and
�-optimized scenarios are compared to Tibet AS� (Amenomori et al.
2021) and LHAASO (Zhao et al. 2021) (preliminary) data in the win-
dow |b| < 5�, 25� < l < 100�. The Galactic diffusion emission spectrum
measured by Fermi-LAT and extracted as discussed in Sec. 2.2, as well
as ARGO-YBJ data (Bartoli et al. 2015) in the same region, are also
reported. The models account for the effect of �-ray absorption onto the
CMB photons (see Sec. 3.2).

We also consider the Tibet AS� data in the window |b| < 5�,
50� < l < 200� (Fig. 5). We notice that in this more external
region the predictions of the �-optimized and Base scenarios are
quite similar so that those data may help to remove the degener-
acy between the choice of the transport scenario and the shape
of the source spectrum. Remarkably, even accounting for a pos-
sible contamination due to Cygnus-OB2, Tibet results seems to
neatly favour the Max setup for the latter unknown. It will be
very interesting, therefore, to see if LHAASO will possibly con-
firm Tibet results in that region. This will be also relevant to
scrutinize an alternative interpretation of Tibet results given in
terms of the emission of unresolved pulsar wind nebulae (Vec-
chiotti et al. 2021).

We also performed a comparison of our models with Ice-
Top and CASA-MIA upper limits which refer to regions dif-
ferent from those probed by Tibet and LHAASO (see Fig.3).
As evident from Fig. 6, where we also report ARGO-YBJ data,
although those limits do not constrain any of our models yet,
the IceTop sensitivity is close to the level required to test the
�-optimized Max model.

Article number, page 6 of 11

Diffuse emission

• GeV: good correlation of gamma 
rays and interstellar matter → CR 
interactions

• Diffuse emission (not related to 
individual sources) detected from 
sub-MeV to sub-PeV energies: CR 
emission or unresolved sources?
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Fig. 3. Top: �-ray counts of gaseous origin recorded in the 0.4–100 GeV
energy band in a 0�.125 pixel grid. �-ray emissions other than due to
cosmic-ray interactions in the gas have been subtracted. The map has
been smoothed with a Gaussian kernel of 0�.14 dispersion for display.
Bottom: dust optical depth measured at 353 GHz and displayed at the
Fermi-LAT angular resolution for comparison.

added a free isotropic term, yiso, to account for the residual
noise and the uncertainty in the zero level of the dust data
(Planck Collaboration XI 2014). The ⌧353(l, b) model can be ex-
pressed as:

⌧353(l, b) =
7X

i=1

yHI,iNHI,i(l, b) +
7X

i=1

yCO,iWCO,i(l, b) + y↵ I↵(l, b)

+ yDNMNDNM
H (l, b) + yCOsatNCOsat

H (l, b) + yiso, (6)

where NHI,i(l, b), WCO,i(l, b), and I↵(l, b) respectively denote the
NHI, WCO, and free-free maps of the clouds depicted in Fig. 1.
NDNM

H (l, b) and NCOsat
H (l, b) stand for the column densities in the

DNM and COsat components deduced from the coupled analyses
of the �-ray and dust data (see Sect. 3.3).

The y model parameters have been estimated using a �2

minimization. We expect the model uncertainties to exceed the
measurement errors in ⌧353(l, b) because of potential variations
in grain properties through the clouds and because of the lim-
itations of the gas tracers (survey sensitivities, emission satu-
ration, self-absorption, etc.). As we cannot precisely determine
the model uncertainties, we have set them to a fractional value

of the data and we have determined this fraction to be 19%
by reaching a reduced �2 of unity. This fraction is larger than
the 3% to 9% error in the measurement of ⌧353 across this region
(Planck Collaboration XI 2014).

3.2. Gamma-ray model

Earlier studies have indicated that the bulk of the Galactic CRs
radiating at 0.4–100 GeV have di↵usion lengths far exceeding
typical cloud dimensions and that they permeate all the H i-
bright, DNM, and CO-bright gas phases. The observed �-ray
emission can therefore be modelled, to first order, by a linear
combination of the same gaseous components as in the dust
model. We have assumed that the emissivity spectrum of the
gas follows the average one obtained in the local ISM (qLIS(E),
Casandjian 2015), but we have left a free normalisation in each
energy band to account for possible deviations in CR density
and spectrum. The model includes other radiation components
such as the Galactic IC radiation, IIC(l, b, E), the isotropic inten-
sity mentioned above, Iiso(E), and point sources with individual
flux spectra S j(E). We have verified that the soft emission from
the Earth limb is not detected in the present energy range for the
choice of maximum zenith angle. The soft and transient emission
from Sun and Moon is not expected to be detected as the number
of �-ray photons they emit over 6 years is negligible compared
to those of the ISM components in the energy range studied. The
�-ray intensity I(l, b, E), expressed in cm�2 s�1 sr�1 MeV�1, can
thus be modelled as:

I(l, b, E) = qLIS(E) ⇥
2
6666664

7X

i=1

qHI,i(E) NHI,i(l, b)

+

7X

i=1

qCO,i(E) WCO,i(l, b) + q↵(E)I↵(l, b)

+qDNM(E) ⌧DNM
353 (l, b) + qCOsat(E) ⌧COsat

353 (l, b)

3
7777775

+ qIC(E) IIC(l, b, E)) + qiso(E) Iiso(E)

+
X

j

qS j (E) S j(E) �(l � l j, b � b j)

+ qS ext(E) S ext(l, b, E), (7)

with the ⌧DNM
353 and ⌧COsat

353 maps extracted from the coupled dust
and �-ray analyses (see Sect. 3.3).

The input qLIS spectrum was based on four years of LAT
data and on the correlation between the � radiation and the NHI
column densities derived from the LAB survey, for a spin tem-
perature of 140 K, at latitudes between 7� and 70� (Casandjian
2015). The qHI,i scale factors in the model can therefore compen-
sate for di↵erences in the H i data (calibration, angular resolu-
tion, spin temperature) and potentially for cloud-to-cloud varia-
tions in CR flux. Such di↵erences will a↵ect the normalizations
equally in all energy bands whereas a change in CR penetra-
tion in a specific cloud will show as an energy-dependent cor-
rection. For each cloud, the average �-ray emissivity spectrum
per H atom in the atomic phase is estimated from the product of
the qLIS spectrum and the best-fit qHI,i normalization. This emis-
sivity can be used to estimate the gas mass present in the other
DNM, CO, and COsat parts of the cloud if one assumes a uniform
CR flux across the whole structure.

A78, page 6 of 27

Anticenter clouds: Fermi vs Planck
Remy+ 2017 A&A 601 A78

De la Torre Luque+ arXiv:2203.15759
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The PeV frontier

• Difficult to accelerate nuclei to PeV in 
the Milky Way

• SNRs challenged
• observations: steep spectra, cutoffs
• theory: maximum energy < PeV with 

rare exceptions
• Was generally believed

• leptonic accelerators cannot 
produce effectively > 100 TeV 
gamma rays due to Klein-Nishina 
suppression

• very rare gamma-ray sources   > 100 
TeV will pinpoint sources of CR 
nuclei in the Galaxy

11

Figure 1: Density upstream of the expanding SNR shock (thick) and shock velocity (thin)
as a function of time, for type Ia (solid blue), II (dotted red) and II⇤ (dot–dashed green)
progenitors of Tab. 1, assuming ⇠ = 0.1. The vertical lines indicate the beginning of the ST
phase for each case.
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Figure 2: Time evolution of the maximum momentum of accelerated protons for type Ia (solid
blue), II (dotted red) and II⇤ (dot–dashed green) progenitors of Tab. 1, assuming ⇠ = 0.1.
The vertical lines indicate the beginning of the ST phase for each case.
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Cristofari+ 2020 APh123 102492

H.E.S.S. Collaboration: Observations of RX J1713.7�3946
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Fig. 6: Gamma-ray model curves and parent particle energy spectra. On the left, the best-fit electron and proton gamma-ray models
(broken power laws with exponential cut-o↵s) are compared to the Fermi-LAT and H.E.S.S. data. The data points and model curves
are the same as in Fig. 5. On the right, the corresponding best-fit parent particle energy spectra are shown. The electron model is
derived from a combined fit to both the X-ray and gamma-ray data.

5.3.2. Half remnant

Splitting the remnant ad hoc into the dim eastern and bright
western halves, we can test for spatial di↵erences in the broad-
band parent particle spectra within the remnant region while in-
cluding the Fermi-LAT data. Using similar models to those de-
scribed above, we find that for a hadronic origin of the gamma-
ray emission a broken power law is statistically required to ex-
plain the GeV and TeV spectra for both halves of the remnant.
The corresponding plots are shown in the appendix (Fig. E.1).
As can be seen in Table 5, the particle indices for the power laws
from the remnant halves are compatible with the high-energy
particle index of the full-remnant broken power-law spectrum,
confirming that, like for the gamma-ray spectra, there is no spec-
tral variation seen in the derived proton spectra either.

Assuming a leptonic scenario, the western half of the rem-
nant shows a slightly stronger magnetic field strength with BW =
16.7 ± 0.2 µG, compared to a strength of BE = 12.0 ± 0.2 µG
in the eastern half (Table 5). In addition, the electron high-
energy cut-o↵ measured is significantly lower in the western
half, E

e
c,W = 88.4 ± 1.2 TeV, compared to E

e
c,E = 120 ± 3 TeV

in the eastern half. The inverse dependency between the mag-
netic field strength and cut-o↵ energy is consistent with electron
acceleration limited by synchrotron losses at the highest ener-
gies. Given that the X-ray emission is produced by electrons of
higher energies than the TeV emission, the energy of the expo-
nential cut-o↵ is constrained strongly by the X-ray spectrum. To
demonstrate the impact of this, we also fit the electron spectrum
only to the gamma-ray data, see Table 5. From this fit the cut-o↵
energy increases and has much larger uncertainties. This can be
explained by synchrotron losses constrained by the X-ray data.
If some small regions have a magnetic field strength that is sig-
nificantly higher than the average field strength, these regions
can dominate the X-ray data and cause di↵erences in the cut-o↵
energies.

5.3.3. Spatially resolved particle distribution

The deep H.E.S.S. observations allow us to fit the broadband
X-ray and VHE gamma-ray spectra from the 29 smaller subre-
gions defined in Sect. 4.2 to probe the particle distribution and
environment properties by averaging over much smaller physical

regions of 1.4 pc (for a distance to the SNR of 1 kpc). However,
in VHE gamma rays the resolvable scale is still much larger than
some of the features observed in X-rays (Uchiyama et al. 2007).
It is therefore unlikely that the regions probed here encompass
a completely homogeneous environment, and information is lost
due to the averaging. In addition, the projection of the near and
far section of the remnant, and in fact the interior, along the line
of sight into the same two-dimensional region adds an uncer-
tainty when assessing the physical origin of the observed spec-
trum. This degeneracy is only broken for the rim of the remnant
where the projection e↵ects are minimal, and we know that the
observed spectrum is emitted close to the shock. As before, we
consider both the leptonic and hadronic scenarios for the origin
of VHE gamma-ray emission.

In the leptonic scenario, the Suzaku X-ray spectra are used
together with the H.E.S.S. gamma-ray data in the fits. This al-
lows us to derive the magnetic field per subregion in addition
to the parameters of the electron energy distribution. Given that
the Fermi-LAT GeV spectra cannot be obtained in such small
regions, only electrons above ⇠5 TeV are probed by the VHE
gamma-ray and X-ray spectra, and we can only infer the proper-
ties of the high-energy part of the particle spectra, i.e. the power-
law slope and its cut-o↵. No information about the break en-
ergy or the low-energy power law can be extracted in the sub-
regions. In the leptonic scenario, the VHE gamma-ray emission
probes the electron spatial distribution, whereas the X-ray emis-
sion probes the electron distribution times B

2, causing regions
with enhanced magnetic field to be over-represented in the X-
ray spectrum.

We find that in all regions the emission from an electron
distribution with a power law and an exponential cut-o↵ repro-
duces the spectral shape in both X-ray and VHE gamma-ray
energies. Table 6 and Fig. 7 show the results of these fits. The
electron particle index for all the regions is in the range 2.56
to 3.26 and is compatible with the average full-remnant parti-
cle index of 2.93. Such steep particle indices, which are signif-
icantly larger than the canonical acceleration index of about 2,
indicate that the accelerated electron population at these energies
(Ee & 5 TeV) has undergone modifications, i.e. cooling through
synchrotron losses. However, neither the age of the remnant of
O(1000 years) nor the derived average magnetic field are high
enough for the electrons to have cooled down to such energies.

13
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A wealth of UHE sources

• Technological advantage of LHAASO: underground μ detectors
• Maximum photon energies 200 TeV-1.4 PeV
• Few spectral measurements: cutoff region?

12

The bins above 56 TeVare then fit to a power-law shape
with the spectral index fixed to −2.7. The extent is fixed to
the fitted high-energy extent. This index typically gives a
higher TS value, possibly indicating a steepening of the
spectra at the highest energies. The integral flux above
56 TeV is computed using the result of this fit. For sources
that are significantly detected above an estimated energy of
100 TeV, spectral fits to the emission over the whole energy
range accessible to HAWC are also performed using a
binned-likelihood forward-folding technique that takes into
account the angular response of the detector as well as the
bias and energy resolution of the energy estimator.
When fitting the emission spectra of the sources, we do

not consider multisource or multicomponent models;
instead, we fit the spectrum in the region of interest (3°
radius) while assuming Gaussian-shaped emission and
allowing the value of the width to float. Contributions
from diffuse emission and/or unresolved sources are not
separated out. This introduces a systematic in the spectrum
[22]. The integral flux values above 56 TeV are not
expected to be affected since the diffuse emission falls
rapidly with energy. In many cases, there are known to be
two or more components to the emission, which may also
affect the reported values of integral fluxes. For example,
the eHWC J2030þ 412 region has contributions from both
a pulsar wind nebula (PWN) and the possible TeV
counterpart of the Fermi cocoon [23].
Results.—There are nine sources detected in the catalog

search with significant (
ffiffiffiffiffiffi
TS

p
> 5) emission for Ê >

56 TeV (see Table S1 of the Supplemental Material [21]
for the results of the search). Eight of these sources are
within ∼1° of the galactic plane and are extended in
apparent size (larger than HAWC’s PSF) above this energy
threshold. The only point source is the Crab Nebula

(eHWC J0534þ 220), discussed in depth in [19]. Three
of the sources show significant emission continuing above
100 TeV.
Figures 1 and 2 show

ffiffiffiffiffiffi
TS

p
maps of the galactic plane for

Ê > 56 and> 100 TeV, respectively. For the Crab Nebula,
see Fig. S1 in the Supplemental Material [21]. The sources
are modeled as disks of radius 0.5°. Table I gives the
integral flux for Ê > 56 TeV for each source along with the
fitted coordinates and Gaussian extension.
Most sources are within 0.5° of sources from the 2HWC

catalog and, since they are extended, have overlapping
emission. We previously estimated a false positive rate of
0.5 all-sky sources [22]. However, all of the sources
discussed here are located close to the galactic plane and
are consistent with previously known bright TeV sources,
which makes them more likely to be the continuation of
emission from lower energies than fluctuations.
Eight of the ten brightest sources from the 2HWC

catalog are observed here. It is possible that ultrahigh-
energy emission is a generic feature of astrophysical
sources and more sources will be discovered as more data
are collected and more sensitive experiments are built. This
raises questions about emission mechanisms of astrophysi-
cal sources, especially if they are leptonic in origin (see
Discussion).
Each source showing significant emission for Ê >

100 TeV is fit to three different spectral models: a power
law, a power law with an exponential cutoff, and a log
parabola. For eHWC J1825 − 134, the most-probable
model (using the Bayesian information criterion [24]) is
a power law with an exponential cutoff

dN
dE

¼ ϕ0

"
E

10 TeV

#−α
expð−E=EcutÞ; ð1Þ

FIG. 1.
ffiffiffiffiffiffi
TS

p
map of the galactic plane for Ê > 56 TeV emission. A disk of radius 0.5° is assumed as the morphology. Black triangles

denote the high-energy sources. For comparison, black open circles show sources from the 2HWC catalog.

FIG. 2. The same as Fig. 1, but for Ê > 100 TeV. The symbol convention is identical to Fig. 1.

PHYSICAL REVIEW LETTERS 124, 021102 (2020)

021102-3

Significant emission > 56 TeV
HAWC collab. (2020) PRL 124 021102

Article

Extended Data Fig. 4 | LHAASO sky map at energies above 100 TeV. The circles indicate the positions of known very-high-energy γ-ray sources.

Significant emission > 100 TeV
Cao+ (2021) Nature 594 33
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Could UHE sources be leptonic?

• Maximum photon energy mostly consistent with limit from pulsar 
potential drop

• Emission > 100 TeV can be expected if energy losses dominated by IC 
(intense radiation fields) 

13
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Figure 1. Maximum electron energy derived from the LHAASO spectra versus spin-down power of the co-located pulsars. The right Y-axis
shows the corresponding gamma-ray energy. The colored area shows the values for [4 [1/2

⌫ ranging from 0.01 to 1, with the red line indicating
the limiting value corresponding to maximally e�cient acceleration [4 = 1 and [B = 1. The dotted black line marks the upper limit to the
maximum energy for young pulsars with large magnetic field of 100 `G. The blue dashed horizontal lines show the predicted values for PWNe
associated to Geminga and N157B

.
We can also use the spectral parameters of the PeV sources,

in particular EW max and gamma-ray luminosity to impose an
upper limit on the magnetic field. Constraints are provided by
the fact that synchrotron losses should not forbid acceleration
up to Ee max (Eq. 5) and the energy input from the pulsar be
su�cient to power the gamma-ray source (Eq. 8).We found
that, in general, the latter constraint is much stronger and
requires that the magnetic field cannot exceed a few tens of
`Gauss, which agrees with the typical values derived from
very-high energy observations in the TeV regime (see e.g.
H. E. S. S. Collaboration et al. 2018b). Despite these low

constraints in the magnetic field, the Larmour radius of the
electrons with the highest energies is still in agreement with
the typical size of the TS, defined by the balance between the
wind pressure and the one from the surrounding medium (see
e.g. Kargaltsev & Pavlov 2008).

4. CONCLUDING REMARKS

We derived the absolute maximum energy that can be accel-
erated by pulsars, obtained from the maximum potential drop
available, without further assumptions beyond ideal MHD
flow. This maximum energy can now be confronted with ob-

de Oña Wilhelmi+ 2022 ApJL 930 1 L2

Synchrotron limit
100 μG

Cygnus 
star-forming 

region
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The pion bump

14

• CR protons interactions produce 
gamma rays via pion decay
• spectrum peaks at ~70 MeV in pion 

rest frame
• characteristic spectral turn-over 

below few hundred MeV in observer 
frame

• Signature of nuclei acceleration
• First detected in a a few SNRs by Fermi 

LAT and AGILE
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Figure 2: (A and B) Gamma-ray spectra of IC 443 (A) and W44 (B) as measured with the
Fermi-LAT. Color-shaded areas bound by dashed lines denote the best-fit broadband smooth
broken power law (60 MeV to 2 GeV), gray-shaded bands show systematic errors below 2
GeV due mainly to imperfect modeling of the galactic diffuse emission. At the high-energy
end, TeV spectral data points for IC 443 from MAGIC (29) and VERITAS (30) are shown.
Solid lines denote the best-fit pion-decay gamma-ray spectra, dashed lines denote the best-fit
bremsstrahlung spectra, and dash-dotted lines denote the best-fit bremsstrahlung spectra when
including an ad hoc low-energy break at 300 MeV c−1 in the electron spectrum. These fits were
done to the Fermi LAT data alone (not taking the TeV data points into account). Magenta stars
denote measurements from the AGILE satellite for these two SNRs, taken from (31) and (19),
respectively.

Ackermann+ (2013) Science 339 6121 807
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Systematic search for the pion bump

• 56 4FGL sources with significant spectral turnover

• SNRs are the dominant class (13 sources)

• Also four binaries and the Cygnus star-forming region

15

Galactic plane with a wide latitude extension hard to reconcile
with those of known classes of Galactic gamma-ray sources.

Looking now at the spectral parameters of the 56 confirmed
sources, the distribution of the energy of the breaks detected by

our analysis is relatively uniform between 70 and 700MeV,
with no breaks detected below and above this energy interval
(as a direct consequence of the energy interval analyzed here)
and a higher proportion of breaks at ∼400 MeV as illustrated

Figure 5. Pie charts showing the classes of sources analyzed (Left) and those for which a significant break is detected (Right). The class names are those used in the
4FGL catalog: SNR stands for supernova remnant, PWNe for pulsar wind nebulae, SFR for star-forming region, BIN for binary, HMB for high-mass binary. The
designation SPP indicates potential association with SNR or PWNe. The UNK class includes low-latitude blazar candidates of uncertain type associated solely via the
likelihood-ratio method.

Table 6
Candidates with Firm Associations Reported in the 4FGL Catalog

4FGL Name Assoc1 Assoc2

4FGL J0222.4+6156e W3 HB 3 field
4FGL J0240.5+6113 LS I+61 303
4FGL J0500.3+4639e HB 9
4FGL J0540.3+2756e Sim 147
4FGL J0617.2+2234e IC 443
4FGL J0634.2+0436e Rosette Monoceros field
4FGL J0639.4+0655e Monoceros
4FGL J0904.7-4908 1RXS J090505.3-490324
4FGL J1008.1-5706 1RXS J100718.2-570335
4FGL J1018.9-5856 1FGL J1018.6-5856 FGES J1036.3-5833 field
4FGL J1045.1-5940 Eta Carinae FGES J1036.3-5833 field
4FGL J1442.2-6005 SNR G316.3-00.0
4FGL J1514.2-5909e MSH 15-52
4FGL J1552.9-5607e MSH 15-56
4FGL J1601.3-5224 SNR G329.7+00.4
4FGL J1633.0-4746e HESS J1632-478
4FGL J1801.3-2326e W28
4FGL J1813.1-1737e HESS J1813-178
4FGL J1839.4-0553 NVSS J183922-055321 HESS J1841-055 field
4FGL J1852.4+0037e Kes 79
4FGL J1855.9+0121e W44
4FGL J1857.7+0246e HESS J1857+026
4FGL J1911.0+0905 W49B
4FGL J1923.2+1408e W51C
4FGL J1934.3+1859 SNR G054.4-00.3
4FGL J2021.0+4031e Gamma Cygni Cygnus Cocoon field
4FGL J2028.6+4110e Cygnus X Cocoon
4FGL J2032.6+4053 Cyg X−3 Cygnus Cocoon field
4FGL J2045.2+5026e HB 21
4FGL J2056.4+4351 1RXS J205549.4+435216

Note. Columns 2 and 3 are derived from the Assoc1 and Assoc2 columns of the 4FGL Catalog. The latter provides an alternate designation or an indicator as to
whether the source is inside an extended source.
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Pulsar halos

• HAWC: Geminga and PSR B0656+14 
(> 100 kyr)

• Particles free from PWN
• diffusion suppressed by ~100 w.r.t. 

Galactic “average”
• or combination of ballistic + 

“average” diffusion?
• Few more candidates at TeV 

(transitional objects?) and tentative 
detection of Geminga halo with Fermi

• Suppression of diffusion coefficient?
• additional turbulence of kinetic or 

fluid origin
• reduced turbulence coherence 

length (< 5 pc)
• Contributions to source populations 

and diffuse emission?
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8

FIG. 4. Fit to the HAWC data for Geminga (top left panel) and Monogem (top right panel), and to the PSR J0622+3749
(bottom panel) in the di↵usive regime (red dotted line) and in the combined di↵usive and ballistic model (blue solid line
and cyan band). We show here the case where the distance of the Geminga and Monogem pulsars are 0.19 and 0.288 kpc,
respectively.

is taken into account, which reflects also in a smaller
value of the required e�ciency. Notice also the very rel-
evant impact of the chosen injection spectrum on the ef-
ficiency. Indeed, when the slope is changed from ↵ = 1.0
to ↵ = 1.5 (our benchmark case), the best-fit e�ciency
increases from ⇠ 140% to ⇠ 180� 200%.

As for the case of PSR J0622+3749, the di↵erence be-
tween our results and that of Ref. [51] can be explained
with considerations similar to the case of Geminga.
Moreover, when applying the convolution with the PSF
of LHAASO, we get a shape of the surface brightness
similar to the PSF shape ( as it should be since this pro-
cess makes the emission almost point like) that matches
well the LHAASO data, as shown in Fig. 4. Ref. [51]
instead obtains a much flatter surface brightness in the
case of quasi-ballistic propagation compared to the pure
di↵usion case when applying the PSF convolution, which
is di�cult to explain even considering that they use a
size of the PSF of 0.45� while we use 0.38�. This choice

should play a minor role in the di↵erence of the results.
As illustrated above, overall we get an e�ciency below

100% both for PSR J0622+3749 and for Monogem. Con-
sidering all the uncertainties discussed in this sections
and that high e�ciencies are indeed expected in pulsars,
our model appears to be compatible with current data.

IV. SUMMARY

In this paper we demonstrate that the propagation
of e

±, injected by pulsars, is dominated by the quasi-
ballistic regime up to distances from the source of the
order of �c, which is about 30 pc at multi-TeV ener-
gies. When the transition between the quasi-ballistic and
di↵usive regime is taken into account, it is possible to
fit the HAWC data for Geminga and Monogem and the
LHAASO data for PSR J0622+3749 with typical values
of the di↵usion coe�cient used to fit CR data [22, 31],

Recchia+ 2021 PRD 104 12 123017
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The nova RS Ophiuchi

• thermonuclear explosions in the 
outer layers of white dwarfs due 
to accretion from companion star: 
believed to accelerate particles up 
to few tens GeV 

• recent detection of gamma rays 
from RS Ophiuchi by H.E.S.S., 
MAGIC, CTA LST-1 at 0.06-1 TeV

• post-shocked medium’s internal 
energy converted to accelerated 
protons > 1 TeV with efficiency > 
10%

• consistent with theoretical limit 
for the maximum achievable 
particle energy via diffusive shock 
acceleration 
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Figure 3: RS Oph gamma-ray spectra. The H.E.S.S. and Fermi-LAT spectra for 9 (green) and 13 (orange)
August fitted with a log-parabola model. The analysis is applied separately for the H.E.S.S. CT1-4 (squares) and
CT5 (triangles) - see text. The Fermi-LAT data (open circles) are integrated over 24 h centred at the H.E.S.S.
observation times. There is clear spectral evolution from the 9th to the 13th August, with a noticeable reduction
in the Fermi-LAT flux as well as an increase in the maximum energy of the TeV spectrum. Error bars are 1 sigma
statistical uncertainty, and upper limits are the 95% confidence level.

one day to one month after the explosion. We assume that the particles that generate the gamma

rays are accelerated at the external shock as it propagates into the wind of the red giant (8,

Figure S2). Optical spectroscopic measurements of the 2021 nova indicate shock velocities in

the range ush = 4000 � 5000 km s�1 (11), compatible with measurements from the previous

2006 outburst of RS Oph (12, 13). High resolution images of the 2006 event (14) indicated the

polar regions of the shock expanded at ⇡ 5 000 km s�1 over the first 5 months. We therefore

assume that during the first week following the 2021 outburst the shock velocity did not fall

below several thousand kilometers per second.

The images of the 2006 nova showed a quasi-spherical outflow, pinched at an equatorial

ring (14,15). This is consistent with a shock expanding into the wind of the red giant orthogonal

to the orbital plane of the binary, but inhibited close to the plane by the denser gas (7, 16). We

5

Figure 2: Gamma-ray light curves of RS Oph. Light curves of gamma-ray emission from RS Oph including data
from Fermi-LAT and H.E.S.S. observations. The H.E.S.S. data (red squares) cover a period of five nights, after
which observations ceased for ten days due to bright moonlight, marked by the shaded grey band, then recom-
menced for a period of 14 days. The H.E.S.S. flux is integrated from 250 GeV to 2.5 TeV, whilst the Fermi-LAT
flux is integrated from 60 MeV to 500 GeV. Fermi-LAT data are shown in 6-hour bins (blue circles) corresponding
to the time windows of the H.E.S.S. observations, and data outside of these times shown with semi-transparent
markers. Error bars are 1 � statistical uncertainties. A power-law slope model was fitted to the temporal decay
after the time of peak flux for both instruments (red and blue dashed lines, with uncertainties indicated by the
shaded regions). The vertical dotted black line indicates the peak of the outburst in the optical waveband, T0.

The Fermi-LAT flux and temporal decay are consistent with that obtained from bins of 24-hour

duration, the higher statistics of the larger bins enabling the detailed spectral analysis shown in

Figure 3.

The combined H.E.S.S. and Fermi-LAT data (8) allow us to measure wide-band gamma-ray

spectra over more than four orders of magnitude in energy and follow their temporal evolution

(Figure 3). The RS Oph spectra are consistent with a log-parabola model. Comparison of

spectra taken on different nights show a general trend for the flux normalisation to decrease and

the parabola to widen over time (see 8, Table S2).

The similarity between the spectra of the Fermi-LAT and H.E.S.S. data, and their similar

decay profiles after their respective peaks, indicate a common origin for the gamma rays from

4

H.E.S.S. collab. (2022) Science 376 6588 77
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Low-b 4FGL-DR3 unassociated sources

• Excess of soft sources in the 
Galactic plane

• Clustering
• Mismodeling of diffuse emission?

• large-scale regions of fresh CR 
injection

• missing gas
• abundant, entirely new class of 

sources???
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We define the high-density pixels as those encompassing more
than 14 GUs, i.e., twice the average value.

The photon-index distribution is compared to that of PSR in
the lower panel of Figure 16. The distribution is remarkably
narrow and contrasts sharply with that observed at higher
latitude (Figure 16 top). It peaks around Γ= 2.5, with a tail
toward lower Γ values. This tail might be due to blazars, SNRs,

or PWNe (Figure 14). The high-Γ end of the distribution is
peculiar. No established class of Galactic γ-ray emitters
exhibits such a soft component. We will refer to sources in
this soft component as SGUs.
A dedicated flag (Flag 14) has been devised to indicate

SGUs that are in regions of relatively high source density as
seen in Figure 19. Flag 14 is set for SGUs lying inside a high-
density pixel, having Γ> 2.4, TS < 500, and a closest neighbor
(classified either as GU, SPP, or UNK) less than 2° away. Since

Figure 14. Photon-index distributions for different source classes.

Figure 15. Top: parameter LP_TScurv (reflecting the spectral-curvature
significance) as a function of Test Statistic for blazars and pulsars (no selection
on the Galactic latitude was applied). The dotted line, selected by eye,
approximately delineates the separation between the two corresponding
branches. Bottom: same for the high-latitude unassociated sources. The same
dotted line as in the top panel is displayed for orientation.

Figure 16. Top: photon-index distribution of high-latitude unassociated
sources compared to that of blazars of unknown type. Bottom: photon-index
distribution of low-latitude unassociated sources compared to that of young
pulsars.

17
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most SPP or UNK sources probably belong to the same
population as GUs as ascertained by their similar photon-index

distributions (peaking around Γ= 2.5), they are also flagged if
the above conditions are filled. Flag 14 is set for 446 SGUs, 54
SPPs, and 49 UNKs.100 SGUs were already significantly
present in DR1, but their number in high-density regions has
now increased by 50% (see census of Flag 14 in Table 4).
Returning to the spectral properties, the photon-index

distribution is essentially constant across the plane, as
illustrated in Figure 20 for different (not mutually exclusive)
sky regions. In this figure, “clusters” refers to the high-density
pixels mentioned above. The unassociated sources preferably
lie within the pulsar branch in the LP_TScurv versus TS plane
(Figure 21), supporting their spectral resemblance with pulsars.
Their distribution of the LP curvature parameter β is also
consistent with that of pulsars. Despite these similarities, other
factors distinguish GUs and pulsars. First, the photon-index
distributions do not closely match. The significant clustering

Figure 17. Variability-index (left) and photon-index (right) distributions of high-latitude unassociated sources and blazars for different bins in Test_Statistic.

Figure 18. Galactic-latitude distribution of unassociated sources around the
Galactic plane compared to that of pulsars.

100 We checked that the set of flagged sources depends moderately (typical
>85% overlap) on the centering of the HEALPix pixels.
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• The census of Galactic gamma-ray sources
• The two ends of the gamma-ray spectrum
• A few more recent highlights
• Exotic emitters
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The Galactic center GeV excess
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4. Uncertainties from the Modeling of Galactic Interstellar
Emission

This section is devoted to exploration of the uncertainties in
the spectrum of the GC excess due to the modeling of Galactic
interstellar emission. We consider the following aspects:

1. definition of the distribution of CR sources, size of the
CR confinement halo, and spin temperature of atomic
hydrogen (for the derivation of gas column densities from
the 21cm line data) used in GALPROP;

2. handling of the IC component in the fit to the gamma-
ray data;

3. selection of the tracers of interstellar gas, and distribution
of gas column densities along the line of sight; and

4. possible additional sources of CRs near the GC.

4.1. GALPROP Parameters

Ackermann et al. (2012) explored the effects of varying
several parameters of the GALPROP models that we use to
create templates for interstellar gamma-ray emission. They
concluded that the parameters with the largest impact on the
predictions for gamma rays are (1) distribution of CR sources
in the Galaxy, (2) height of the CR confinement halo, and (3)
spin temperature used in deriving the atomic gas column
densities from the 21cm H I line intensities.

Our Sample Model in Section 2.2 uses the Lorimer pulsar
distribution as a tracer of CR sources (supposedly SNRs, whose

distribution is more difficult to determine from observations), a
CR confinement height of 10 kpc, a radius of 20 kpc, and an H I
spin temperature of 150K. In order to quantify the impact of
these choices on the spectrum of the GC excess, we use a subset
of models in Ackermann et al. (2012). We have used different
CR source distributions: an alternative pulsar distribution
(Yusifov & Küçük 2004, hereafter referred to as Yusifov), the
distribution of SNRs73 (Case & Bhattacharya 1998), and the
distribution of OB stars(Bronfman et al. 2000). Radial
distributions of these CR source models are shown in Figure 5.
We changed the CR confinement height from 10 to 4 kpc and its
radius from 20 to 30 kpc. In addition, we derived the H I column
densities from the 21cm line intensities assuming an optically
thin medium, which we formally modeled by setting the spin
temperature to 105K.
The resulting spectra for the GC excess are presented in the

middle left panel of Figure 4. The largest effect is observed
from the OB star source distribution model, which leads to an
overall increase in the GC excess flux, while a decrease of the
CR confinement height to 4 kpc leads to reduction of the flux at
energies below a few GeV.

Figure 3. Residuals after fitting the Sample Model (see Figure 1 and the text for details), where we add back the GC excess modeled by the gNFW annihilation profile
with γ=1.25. Top left: GC excess plus residual counts. Top right: GC excess plus residual counts divided by the square root of the total data counts. Bottom left: GC
excess plus residual counts divided by the total data counts. Bottom right: enlarged scale residual map for the region around the GC. The data in the denominator of the
fractional residual and the residual significance are the smoothed data that we used to determine the statistical fluctuations (see discussion after Equation (1)). The
counts in the maps are summed between 1.1 and 6.5 GeV.

73 We note that the derivation of the Galactic SNR distribution in Case &
Bhattacharya (1998) is subject to uncertainties, and the results are discordant
with some later works (e.g., Green 2015). In our study, though, we use it only
as a way to probe the uncertainties due to the modeling of CR propagation
relying on the previous work by Ackermann et al. (2012), who made extensive
comparisons to gamma-ray data.

8
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our choice of extrapolation below the simulations’ resolu-
tion limit.

We note that our predictions satisfy the observa-
tional constraint represented by the diffuse Galactic
signal. Indeed, the mean diffuse Galactic flux above
3 GeV that should be measured by Fermi
(!5:3" 10#7 ph cm#2 s#1 sr#1) is safely above the ex-
pected annihilation signal in both simulation setups.

The flux in the innermost regions is higher for the
Aquarius simulation, as is clear from the full-sky maps
shown in Fig. 5, where we show the total annihilation flux
(MW smoothþ Galactic subhalosþ extragalactic halos
and subhalos). The fact that the annihilation signal at the
GC is higher in the Aquarius case is mostly because, in this
simulation, the DM density in the solar neighborhood is
larger than in Via Lactea II. This fact propagates in a
mismatch between the two fluxes proportional to the den-

sity squared, i.e., ½!Aq
smð'Þ=!VLII

sm ð'Þ)2¼½0:57=0:42)2¼
1:84. An additional source of discrepancy is the fact that
the total mass of the MW in the Via Lactea II simulation is
smaller than in Aquarius, as reported in Table I. However,
as shown in Fig. 6, the two predictions can be brought to

agreement by requiring that (i) both Via Lactea II and
Aquarius have the same local density !' (we have taken
the recent estimate !' ¼ 0:385 GeV=cm3 from [77,78]),
(ii) the same subhalo mass fraction (ftotsub ¼ 0:18) is
adopted, and (iii) the same mass profile is assumed.

A. Experimental detectability

In order to assess the detectability of the "-ray annihi-
lation flux with the Fermi-LAT satellite, we have to specify
what the signal, background, or noise are.
If we are interested in finding a signal above the astro-

physical backgrounds, the signal is contributed by the sum
of all the aforementioned components of the annihilation
flux MWsmoothmass distributionþGalactic subhalosþ
extragalactic halos and subhalos). We focus on photons
with energies larger than 3 GeV and we assume an expo-
sure time of 1 yr, which corresponds to about 5 years of
data-taking with Fermi, and we assume an effective detec-
tion area of 104 cm2. We do not consider here any depen-
dence on the photon energy nor on the incidence angle. The
background or noise is contributed by the diffuse Galactic
foreground and the unresolved extragalactic background.
As mentioned in Sec. I, to model such contributions we

FIG. 5 (color online). Full-sky map, in Galactic coordinates, of
the number of photons (above 3 GeV) produced by DM annihi-
lation (benchmark A). The top (bottom) panel shows the pre-
dicted flux in the Aquarius (Via Lactea II) setup.

FIG. 6 (color online). Same as Fig. 5, but with the two simu-
lation setups rescaled to the same local density, same total mass,
and same fraction of mass in substructures.

IMPLICATIONS OF HIGH-RESOLUTION SIMULATIONS . . . PHYSICAL REVIEW D 83, 023518 (2011)

023518-7

emission, from gamma rays in the tails of the PSF, becomes
more important at lower energies, where the tails are broadest.
Using the Clean class events with the zenith angle cut <100°
has relatively small influence on the GC excess spectrum
(Figure 4, top left): the GC excess spectra are consistent within
the statistical uncertainties.

We also subselect gamma-ray events with the best angular
resolution: PSF classes 2 and 3 (Section 2.1). We then
convolve the Sample Model components with the respective
instrument response functions (notably, PSF) independently
and perform a joint fit of the two data sets. The comparison of
the GC excess flux with the Sample Model is again shown in
the top left panel of Figure 4. There is a moderate effect on the
spectrum at low energies only, where the LAT PSF gets worse.

3.2. Region of Interest Selection

One of the limitations of the template-fitting approach we
use is that to model gamma-ray emission from gas we assume
that the CR densities depend only on galactocentric radius and
distance from the GP, and we rely on GALPROP to accurately
predict the morphology of IC emission at each energy.
Therefore, variations of the CR spectrum or mismodeling in
one part of the Galaxy can lead to oversubtraction or
unmodeled excesses in other regions.

One way to moderate this type of effect is to restrict the fitting
procedure to a smaller ROI around the GC, so that there is more
freedom to reproduce the features in the data for this specific part
of the sky. To gauge the effect on the spectrum of the GC excess,
we repeat the analysis in Section 2.2, restricting the ROI to some
square regions: b ℓ, 10 , 20 , 30< n n n∣ ∣ ∣ ∣ . In this subsection we
use maps with order 7 resolution (for all-sky fits we use adaptive
resolution as discussed in Section 2.1), which gives more than
1000 pixels even for the b ℓ, 10< n∣ ∣ ∣ ∣ case. This is generally
sufficient to resolve the gas-correlated templates. However, the
IC templates are rather smooth and may be degenerate in a small
ROI. For this reason we combine the three IC templates in the
Sample Model into a single template for fits in small ROIs. We
also do not have the bubble template in the b ℓ, 10< n∣ ∣ ∣ ∣ case,
because it is defined only at b 10 .> n∣ ∣
The results are shown in the top right panel of Figure 4. We

note that the gNFW cusp profile remains nondegenerate with the
other components of emission even in the small ROI, because the
degeneracies would result in large error bars, while the error bars
on the GC excess flux remain reasonably small below 10GeV.
The intensity of the GC excess is generally reduced for the fits in
smaller ROIs. For a 10° ROI the GC excess continues to be
significant at energies below 400MeV, while for a 30° ROI the
excess cuts off below 1 GeV. The change in the GC excess flux
for different ROI sizes is likely due to mismodeling of Galactic
diffuse components.

Figure 2. Sample Model fit to the data. Gamma-ray data (left), total model (middle), and fractional residual (right) maps are summed over several energy bins: 7
energy bins between 100 MeV and 1.1 GeV (top row), 5 energy bins between 1.1 and 6.5 GeV (middle row), 15 energy bins between 6.5 GeV and 1.2 TeV (bottom
row). The gray circles for the model and residual maps correspond to the mask constructed for the 200 highest-flux (>1 GeV) 3FGL sources (see Section 2.1). The
pixel size is about 0°. 46, corresponding to HEALPix nside=128 (we will use the same pixel size for all all-sky plots in this paper).
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• Weakly Interacting 
Massive Particles (SUSY) 
as dark-matter (DM) 
candidates
• can decay or self-

annihilate into 
gamma-rays

• signal maximal 
towards Galactic 
center (GC)

• Excess of GeV emission 
at the GC detected by 
Fermi-LAT

Mock image of gamma-ray emission from DM
Pieri et al. (2011) PRD 83 2 023518

Ackermann et al. (2017) 840 43
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The Galactic center GeV excess
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• Properties
• Spectrum

• bump at few GeV
• wild variations depending on background models

• Morphology
• Lively debates: centered on the GC? Correlated 

with mass in the bulge? Smooth or peaky 
(sources)?

• May be consistent with DM profile
• Interpretation: DM, ms pulsar population, mismodeled 

interstellar emission
• Often forgotten: similar excesses found everywhere in 

the Galactic plane Ackermann et al. (2017) 840 43
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FIG. 8: Comparison between the results for the GCE SED obtained in our analysis and in [9, 11]. The bands represent the
variation of the GCE SED obtained by using all the IEMs and analysis techniques shown in Fig. 7 and the results found in
[9, 11] when using di↵erent IEMs. See the text for further details on the conversion of the GCE SED found in our analysis and
in [9, 11] into flux per solid angle (i.e., in units of MeV/cm2/s/sr). We also display the best-fit to the GCE SED, obtained with
the Baseline IEM, by using a log-parabola function.

FIG. 9: GCE SED obtained in case we use the Baseline, CMZ
4kpc, CMZ 8kpc, IC bulge and no low-lat bubbles IEMs.

similar to the angular resolution of the LAT for E ⇠ 1
GeV14 and they are small enough to capture the right
spatial distribution of the GCE. We show here the re-
sults for an annulus size of 1�, but our conclusions do
not change by using 0.75� or 1.5�.

14 https://www.slac.stanford.edu/exp/glast/groups/canda/
lat_Performance.htm

In Fig. 10 we show the surface brightness data obtained
with an analysis in the energy range 1�10 GeV using the
Baseline IEM. The surface brightness data are very pre-
cise in the inner 10� where the annuli are detected with at
least 10� significance and the precision of the data is be-
tween 2� 10%. The GCE extends with a significant flux
roughly up to 12�. This demonstrates that our choice of
an ROI with a size of 40� ⇥ 40� is appropriate. We can
fit well these data with a NFW DM profile with � = 1.27
(see Eq. 1). Refs. [5, 8, 9, 11] found similar best-fit values
for �. However, most of those references only provide the
value of � and not the data for the flux of the GCE as a
function of angular distance from the Galactic center as
we do. The main new result of this paper is that we pro-
vide the spatial distribution of the GCE for a wide region
and with a method that does not depend on the specific
DM model. We report the surface brightness data that
can be used to find which astrophysical interpretation is
more suitable to explain the GCE spatial distribution.
Refs. [8, 50] are the only two publications that published
results in a similar way as ours. However, Ref. [8] pro-
vided the results for a limited region between 2.5� � 10�,
with data that are not as precise as ours and tested only
one IEM that was not designed for the Galactic center
region. We compare our results with those obtained in
[8] at 2.67 GeV in Fig. 10. The surface brightness data
are compatible between 2� � 7�, while smaller angular
distances are not considered by Ref. [8] and at larger an-
gles their surface brightness deviates significantly both
from our result and from the DM template predictions.
Instead, the result in Ref. [50] have been derived using

Di Mauro 2021 PRD 103 6 063029 

energies. Therefore, the reduction of the amplitudes of the best-
fit DM models (especially at high masses) is expected.

Because the GC is very bright in γ rays, many of the DM
models we test have very small statistical errors in inferred Nsig
(δNsig<0.01). However, we are not able to model the γ-ray
sky to a similar level of precision (recall that the fractional
residuals from our fits are typically in the range of −0.2 to 0.2;
see Figure 3). Therefore, systematic uncertainties that may
mimic or mask a DM signal need to be accounted for.

To assess these systematic uncertainties beyond what was
already done with model variations, we estimate Nsig,systd by fitting
for DM-like signals in control regions along the GP, based on two
assumptions: that the expected DM signal is approximately zero
for 30°�l�330°, and the systematic uncertainty scales with beff
for effects that can induce or mask a DM-like signal. An excess
may be a fraction of the background if it is caused by a single (or a
few) errors in the modeling of the gamma-ray intensity, which are
proportional to the “average” emission, or when the uncertainty is
dominated by errors in a single component that also dominates the
overall emission. Fluctuations due to several small effects, such as
uncertainties in emission components where each component
contributes a small fraction of the total emission, would be best
estimated as a square root of the b ;eff in this case the characteristic
values would be N bsig eff . Fluctuations in emission that are
caused by one or a few components that are not directly correlated

with the overall gamma-ray emission, such as a local SNR or an
AGN-like activity, would be best characterized by their absolute
values. Since the gamma-ray emission toward the GC is the
largest, taking the fractional excess as a figure of merit to estimate
its significance is the most conservative assumption, which we will
adopt for our analysis.
Control regions along the GP to estimate the modeling

uncertainty were used before by Calore et al. (2015). They fit a
DM-like spatial profile along the GP and represented the results
as a covariance matrix in energy bins, which is used to
determine the expected level of modeling uncertainty at the
GC. Our approach is to fit DM-like excess along the GP
including both the spatial profile and the energy spectrum of a
DM annihilation channel. We then express the uncertainty as a
ratio of the signal to the local effective background. Both of
these differences are likely to increase the estimate of the
modeling uncertainty, since we get the maximal possible DM-
like signal in each location, and then we divide by the local
background, which is smaller along the plane than at the GC.
We perform all-sky fits using the same diffuse emission

components as in the Sample Model, but we shift the gNFW
excess template in steps of 10° in longitude at b=0 for
30°�l�330°. Figure 27 shows the amplitudes of the best-fit
DM model spectra (as a fraction of beff) measured in the control
regions.

Figure 27. Size of best-fit DM models as a fraction of beff (see the text) evaluated for the gNFW template shifted in steps of 10° for 30°�l�330° at b=0°. The red
curve is the value chosen as an estimate of our systematic uncertainty (see the text). Only positive signals are shown. Small negative amplitudes are found only below
200 MeV in a few control regions. The four largest excesses are represented by colored lines, and the corresponding longitude is given in the legend.

Figure 26. Fraction of best-fit DM model counts relative to beff for various GC excess spectra, as a function of dark matter mass. The curves show DM model fits to
the GC excess spectral points (see an example of the fits in Figure 25) using the Sample (solid lines) and SCA bubble (dashed lines) background models, and gNFW
(black lines) and standard NFW (red lines) spatial templates used for the GC excess. Left: fits for DM annihilation to bb̄. Right: fits for DM annihilation to τ+τ−.
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energies. Therefore, the reduction of the amplitudes of the best-
fit DM models (especially at high masses) is expected.

Because the GC is very bright in γ rays, many of the DM
models we test have very small statistical errors in inferred Nsig
(δNsig<0.01). However, we are not able to model the γ-ray
sky to a similar level of precision (recall that the fractional
residuals from our fits are typically in the range of −0.2 to 0.2;
see Figure 3). Therefore, systematic uncertainties that may
mimic or mask a DM signal need to be accounted for.

To assess these systematic uncertainties beyond what was
already done with model variations, we estimate Nsig,systd by fitting
for DM-like signals in control regions along the GP, based on two
assumptions: that the expected DM signal is approximately zero
for 30°�l�330°, and the systematic uncertainty scales with beff
for effects that can induce or mask a DM-like signal. An excess
may be a fraction of the background if it is caused by a single (or a
few) errors in the modeling of the gamma-ray intensity, which are
proportional to the “average” emission, or when the uncertainty is
dominated by errors in a single component that also dominates the
overall emission. Fluctuations due to several small effects, such as
uncertainties in emission components where each component
contributes a small fraction of the total emission, would be best
estimated as a square root of the b ;eff in this case the characteristic
values would be N bsig eff . Fluctuations in emission that are
caused by one or a few components that are not directly correlated

with the overall gamma-ray emission, such as a local SNR or an
AGN-like activity, would be best characterized by their absolute
values. Since the gamma-ray emission toward the GC is the
largest, taking the fractional excess as a figure of merit to estimate
its significance is the most conservative assumption, which we will
adopt for our analysis.
Control regions along the GP to estimate the modeling

uncertainty were used before by Calore et al. (2015). They fit a
DM-like spatial profile along the GP and represented the results
as a covariance matrix in energy bins, which is used to
determine the expected level of modeling uncertainty at the
GC. Our approach is to fit DM-like excess along the GP
including both the spatial profile and the energy spectrum of a
DM annihilation channel. We then express the uncertainty as a
ratio of the signal to the local effective background. Both of
these differences are likely to increase the estimate of the
modeling uncertainty, since we get the maximal possible DM-
like signal in each location, and then we divide by the local
background, which is smaller along the plane than at the GC.
We perform all-sky fits using the same diffuse emission

components as in the Sample Model, but we shift the gNFW
excess template in steps of 10° in longitude at b=0 for
30°�l�330°. Figure 27 shows the amplitudes of the best-fit
DM model spectra (as a fraction of beff) measured in the control
regions.

Figure 27. Size of best-fit DM models as a fraction of beff (see the text) evaluated for the gNFW template shifted in steps of 10° for 30°�l�330° at b=0°. The red
curve is the value chosen as an estimate of our systematic uncertainty (see the text). Only positive signals are shown. Small negative amplitudes are found only below
200 MeV in a few control regions. The four largest excesses are represented by colored lines, and the corresponding longitude is given in the legend.

Figure 26. Fraction of best-fit DM model counts relative to beff for various GC excess spectra, as a function of dark matter mass. The curves show DM model fits to
the GC excess spectral points (see an example of the fits in Figure 25) using the Sample (solid lines) and SCA bubble (dashed lines) background models, and gNFW
(black lines) and standard NFW (red lines) spatial templates used for the GC excess. Left: fits for DM annihilation to bb̄. Right: fits for DM annihilation to τ+τ−.
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Antimatter and antistars

• Matter-antimatter asymmetry unexplained in 
standard model: baryogenesis, Dirac-Milne 
cosmology, CPT-symmetric Universe, …

• Tentative detections of anti-He by AMS-02
• cannot be produced by CR spallation
• possible hint of nearby antimatter domain

• Antistars identified as most plausible candidate, 
can be formed in Affleck-Dine baryogenesis 
scenario

• Antimatter domain can be sought using its 
characteristic gamma-ray spectrum
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Credit:  A. Cohen

Backenstoss+ (1983) Nucl. Phys. B 228 3 424
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Antistar candidates and limits

• 14 candidates selected based on 
morphology and spectrum among 
unassociated 4FGL-DR2 sources

• Most likely belonging to standard 
source classes → upper limits
• < 2.5 × 10-6 antistars/stars for 

objects with properties similar 
to young stellar population in 
the Galactic disk (20 times more 
stringent than before)

• new limits for primordial halo 
antistars with masses > 2 M⨀
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• Introduction
• The census of Galactic gamma-ray sources
• The two ends of the gamma-ray spectrum
• A few more recent highlights
• Exotic emitters
• What’s next?
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COSI SMEX

• Will make accessible the MeV 
band again after > 20 years

• Compton telescope based on 
Germanium cross-strip 
detectors

• Superpressure balloon → 
SMEX mission scheduled for 
launch in 2025

• Imaging + spectroscopy + 
polarimetry
• positron origin
• element formation
• polarization in PWNe, …
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Tomsick+ 2020 Astro2020

COSI: From Calibrations and Observations to All-sky Images 17

Figure 7. The 511-keV annihilation line image measured with COSI using 100 iteration of a Maximum-Entropy deconvolution
approach.

Figure 8. The 511-keV annihilation line image as measured with COSI using 26 iterations of an adapted Richardson-Lucy
approach (image adapted from Siegert et al. 2020). The black areas have no exposure and are excluded in the analysis.

511 keV positron annihilation map
Zoglauer+ 2021 arXiv:2102.13158 
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CTAO

• New-generation Cherenkov 
observatory:
• two arrays (N: La Palma, 

Spain, S: Paranal, Chile)
• > 60 Cherenkov telescopes 

optimised for different 
energy ranges

• construction expected to 
start in 2023 and last 5 
years

• Survey of the entire Galactic 
plane proposed as Key Science 
Project: increase by a factor of 
~5 the number of sources

Remy, LT+ (2021) 37th ICRC 
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Final remarks

• Gamma-ray observations make it possible to study particle 
acceleration and transport in an ever-increasing variety of 
astrophysical conditions and environments

• The standard supernova remnant paradigm for the origin of 
Galactic cosmic rays is challenged: what kind of sources/
acceleration processes contribute for different energies and 
particle types?

• Gamma-ray observations can also address physics beyond 
the standard model of particle physics, such as the nature of 
dark matter and the matter-antimatter asymmetry
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