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Rough Tour Guide for today

R =
b ! q ⌧ ⌫̄⌧
b ! q `⌫̄`

` = e, µ

Signal

Normalization

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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* Hadronic transition matrix element needs to be Lorentz covariant
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! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
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2. Inclusive  
Measurements with 

B → Xcℓν̄ℓ
ℓ = e, μ
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1. Exclusive  
Measurements with 

B → D(*,**)ℓν̄ℓ
ℓ = e, μ

3. Ratio measurements with τ
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Backdrop of Inclusive vs. Exclusive

|Vcb |

Inclusive

Exclusive
≈ 2 − 3σ

CLN

BGL
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Backdrop of Inclusive vs. Exclusive

|Vcb |

Inclusive

Exclusive
≈ 2 − 3σ

 & HQE / form factor parameters are important input for:|Vcb |

    CKM UT Fit (& search for NP)

    Prediction of SM processes (e.g. SL decays with , , …)τ B(s) → μμ

   Modelling of backgrounds for  & b → uℓν̄ℓ |Vub |

…
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Overview Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
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FIG. 1. Strong decays of the D0 and D0⇤ into the 1S and 1P states involving, one or two pion emissions (left), and all decays
including the near o↵-shell transitions with a ⇢ and ⌘ (right). The style and opacity of the lines connecting the states indicate
the orbital angular momentum of the partial wave. The grey bands correspond to the measured widths of the 2S and 1P states.

nonresonant contribution [8] no longer needs to be large.
This would be a problem, because in the soft pion limit
a first principles calculation is possible [9], giving a too
small rate at this region of phase space. A large nonres-
onant rate at high D(⇤)⇡ invariant mass would disagree
with the inclusive lepton spectrum measurements and the
measured semi-exclusive B ! D(⇤)⇡`⌫̄ rate.

2) The D0(⇤) states decay to one of the D(⇤) states
either with one pion emission in a p-wave, or with two
pion emission in an s-wave. However, they can decay
with one pion emission in an s-wave to members of the
s⇡l
l = 1

2

+
states, and could thus enhance the observed

decay rate to the s⇡l
l = 1

2

+
states, and thus give rise to

the “1/2 vs. 3/2 puzzle”. The allowed strong decays are
illustrated in Figure 1 (including those only allowed by
the substantial widths of these particles). It is plausible
that the decay modes of the D0(⇤) to the 1S and 1P charm
meson states may be comparable.

3) With the relatively low mass of the D0(⇤) states, the
inclusive lepton spectrum can stay quite hard, in agree-
ment with the observations.

4) The B(B ! D(⇤)⇡`⌫̄) measurement quoted is not in
conflict with our hypothesis, since the decay of the D0(⇤)

would yield two or more pions most of the time.

III. THE B ! D0(⇤)`⌫̄ DECAY RATE

Since the quantum numbers of the D0(⇤) are the same
as those of the D(⇤), the theoretical expressions for the
decay rates in terms of the form factors, and the defi-
nitions of the form factors themselves, are identical to
the well known formulae for B ! D(⇤)`⌫̄ [10]. As for

B ! D(⇤)`⌫̄, in the mc,b � ⇤QCD limit, the six form
factors are determined by a single universal Isgur-Wise
function [11], which we denote by ⇠2(w). Here w = v · v0

is the recoil parameter, v is the velocity of the B meson,
and v0 is that of the D0(⇤). We define
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where, in each equation, r = mD0(⇤)/mB , and in the
mc,b � ⇤QCD limit F (w) = G(w) = ⇠2(w).

Heavy quark symmetry implies ⇠2(1) = 0, so the rate
near zero recoil comes entirely from ⇤QCD/mc,b correc-
tions. Away from w = 1, ⇠2(w) is no longer power
suppressed; however, since the kinematic range is only
1 < w < 1.3, the role of ⇤QCD/mc,b corrections, which
are no longer universal, can be very large [12]. Before
turning to model calculations, note that there is a qual-
itative argument that near w = 1 the slope of ⇠2(w),
and probably those of F (w) and G(w) as well, should be
positive. In B ! D0(⇤) transition, in the quark model,
the main e↵ect of the wave function of the brown muck
changing from the 1S to the 2S state is to increase the
expectation value of the distance from the heavy quark
of a spherically symmetric wave function. Thus the over-
lap of the initial and final state wave functions should
increase as w increases above 1.

It is not easy to calculate these B ! D0(⇤)`⌫̄ form fac-
tors. Below, we use estimates from a quark model pre-
diction [13], hoped to be trustable near w = 1, and from

Mesons containing a heavy quark Q

are made up of a heavy quark and a light

antiquark  (and gluons and  pairs)q̄ qq̄

2 L = 0 ground states:  


4 L = 1 ground states:   


(or sometimes  or just )


D/D*

D0, D′ 1, D1, D2

D*0 , D*1 , D1, D*2 D**

 saturate ~75% of the inclusive  rate and are the principal route to D/D* B → Xcℓν̄ℓ Vcb

 saturate ~15% of the inclusive  rate, mostly are perceived as backgroundD* * B → Xcℓν̄ℓ
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              modelling & compositionB ! Xc`⌫
<latexit sha1_base64="DlmxVehEH68vb00mqAAIdWL/TGQ=">AAACBXicbVBNS8NAEN3Ur1q/oh71sFgETyWpgh5LvXisYD+gCWGz3bZLN5uwO1FK6MWLf8WLB0W8+h+8+W/ctjlo64OBx3szzMwLE8E1OM63VVhZXVvfKG6WtrZ3dvfs/YOWjlNFWZPGIladkGgmuGRN4CBYJ1GMRKFg7XB0PfXb90xpHss7GCfMj8hA8j6nBIwU2Md17Ck+GAJRKn7AnSCjE+wxIbAn08AuOxVnBrxM3JyUUY 5GYH95vZimEZNABdG66zoJ+BlRwKlgk5KXapYQOiID1jVUkohpP5t9McGnRunhfqxMScAz9fdERiKtx1FoOiMCQ73oTcX/vG4K/Ss/4zJJgUk6X9RPBYYYTyPBPa4YBTE2hFDFza2YDokiFExwJROCu/jyMmlVK+55pXp7Ua7V8ziK6AidoDPkoktUQzeogZqIokf0jF7Rm/VkvVjv1se8tWDlM4foD6zPH7+KmBg=</latexit>

A leading systematic in all the discussed analyses:

Fairly well known. 
Some iso-spin tension. 

Broad states based on 
3 measurements. 

(BaBar, Belle, DELPHI)

Image credit: F. Metzner

Some hints from  
the BaBar result.

New result from Belle soon 

Slide: R. Van Tonder
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Measurement Strategies (  B-Factory)e+e−

The Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23
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Other B Signal B

Untagged

+  Very high efficiency

+  Measurement of absolute branching 

fractions straightforward                               
(depends on total # of , understanding efficiencies)


- Less experimental control, e.g. more background 
from 


- Cannot directly access signal B rest frame, 
need tricks

NBB̄

e+e+ → qq̄

+  High degree of experimental control, e.g. can 
identify all final state particles with either the signal or 
the tag side


+  If hadronic modes for tagging are used, can 
reconstruct B rest frame


- Understanding efficiencies is difficult

- Low efficiency reduces the effective 

statistical power
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+  High degree of experimental control, e.g. can 
identify all final state particles with either the signal or 
the tag side


+  If hadronic modes for tagging are used, can 
reconstruct B rest frame


- Understanding efficiencies is difficult

- Low efficiency reduces the effective 
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4.1. Event Reconstruction 23

Inclusive Tag

‘ = O(100)%
Consistency of Btag

?

Semileptonic Tag

‘ = O(1)%
Knowledge of Btag

B
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¸

‹

Hadronic Tag

‘ = O(0.1)%
Exact knowledge of Btag
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Figure 4.2.: Illustration of the interplay between the di�erent tagging methods. The trade-
o� is always between information/purity and e�ciency. This originates from
the constraints on the reconstructed B mesons, e.g. for the hadronic and
semileptonic tag candidate a specific decay has to be reconstructed, whereas
the inclusive tag candidate is constructed without any requirement on the
specific decay. For this analysis, the most important key performance indicator
of the tagging variant is e�ciency. Figure taken from [25].

lower energetic track is rejected.

Photons are reconstructed from calorimeter clusters where no charged track is located in
the proximity.

Particle candidates surviving this selection are used to form a Btag candidate.

4.1.1. Inclusive Btag Reconstruction

After cleansing the ROE from beam remnants and reconstruction artifacts, the remaining
tracks and neutral clusters are combined to the inclusive Btag candidate. Its four-vector in
the center-of-mass frame is given by

p
µ

cms =
AÒ

p
2
cms + m

2
B

pcms

B

, (4.1)

with pcms =
q

pi ’p œ ROE. The momentum magnitude of the four-vector is constrained
by the kinematics of the two-body decay �(4S) æ B+B≠. This information is used to
fix the magnitude of the momentum component p to the value of 332 MeV, which yields
a much better momentum resolution compared to the reconstructed magnitude of the
momentum from the sum of all ROE tracks and clusters. Thus only the direction of the
inclusive Btag is determined from the reconstructed tracks and clusters.

To further improve the resolution of the inclusive tag candidate, the error of the momentum
distribution is studied. There is no information available on the specific decay mode of
the tag-side B when using this inclusive approach. Therefore, no information is available

untagged
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Tagging in a nutshell
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Candidates reconstructed with hierarchical 
approach via e.g. neural networks (FR) or 
boosted decision trees (FEI) 

Over 10’000 decay cascades with an 
efficiency of 0.28% / 0.18% for  and B±

B0/B̄0

E.g. train a classifier to identify correctly reconstructed electron 
candidates:


Input variables: all four momenta & particle identification scores 


Output: Score 


Apply mild selection on  to reduce # of candidate particles


Then train a classifier to identify correctly reconstructed  
candidates


Input variables: all four momenta and output scores of previous 
layer


Output variable:  […]

𝒪e

𝒪e

J/ψ

𝒪J/ψ



𝒫tag
Output classifier = Measure of how 

well we reconstructed the B-Meson decay=

1. PLOTS FOR APPROVAL

FIG. 1: Comparison of the distribution of logP in early phase III data to the shape expectation from
simulation. Here logP is the logarithm of the tag-side B+ meson classifier output, P. Simulated
Monte Carlo data here is scaled to the normalisation of the data making this purely a shape
comparison. Two cuts choices are illustrated, which correspond to cuts of P > 0.1 and P > 0.3.
Selections on P can be used to remove background from incorrectly reconstructed tag-side B
mesons. Additional selections include an asymmetric selection on the beam energy di↵erence to
lie in the region �0.15 < �E < 0.1 GeV and a loose selection on an event level normalised Fox
Wolfram moment, R2 < 0.3, to suppress continuum. In addition, a best candidate candidate
selection is made selecting the reconstructed B meson tag-side candidate in each event with the
highest P.

2



FIG. 2: Fits to the beam constrained mass, mbc, distribution of reconstructed B+ (top) and B0

(bottom) tag-side B mesons in data. Here correctly reconstructed signal is modelled with a Crystal
Ball and mis-reconstructed B mesons and continuum are modelled with an Argus shape. While
the mean and sigma paramters of the Crystal Ball are free to float, the tail parameters are fixed
based on fits to correctly reconstructed tag-side candidates in simulation. Two choices of selection
are employed on the B meson classifier output, P, a looser selection of P > 0.1 (left) and a tighter
selection of P > 0.3 (right). The corresponding yields of correctly reconstructed B+ or B0 mesons
are displayed on each plot. Additional selections include an asymmetric selection on the beam
energy di↵erence to lie in the region �0.15 < �E < 0.1 GeV and a loose selection on an event level
normalised Fox Wolfram moment, R2 < 0.3, to suppress continuum. In addition, a best candidate
candidate selection is made selecting the reconstructed B meson tag-side candidate in each event
with the highest P.

3
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Loose Selection Tight Selection

Loose Tight

mbc = E2
beam/4 − | ⃗p Btag

|2 ≃ mB

B±
tags B±

tags

B0
tags B0

tags

beam constrained mass
ca. 5.279 GeV



NData
Xℓν̄ℓ

NMC
Xℓν̄ℓ

Efficiency can be calibrated, 
but this has caveats 

Strategy: use a well measured 
process, add it to your MC with its 
measured BF and compare

X
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Why is the efficiency different? Use 
10’000 different decays, use 
uncalibrated detector information, 
line-shapes differ in simulation

  all aggregated in → 𝒫tag



FIG. 4. Fits to p⇤` in data for charged (top) and neutral (bottom) tag-side B mesons combined

either with electron (left) or muon (right) signal-side B ! X`⌫ decays.

across all channels. Fig. 5 shows the B+`� fit channels in the region where p⇤` > 2 GeV/c.
In this region, the contribution from B ! Xu`⌫ decays becomes evident due to the lower
kinematic endpoint of B ! Xc`⌫ decays. This allows one to better constrain the albeit
small contribution from B ! Xu`⌫ decays.

6. SOURCES OF SYSTEMATIC UNCERTAINTY

The calibration procedure is a↵ected by a number of sources of systematic uncertainty.
These can influence the determination of the MC expected yield (normalisation uncertain-
ties) or the shapes of pdfs in the fitting procedure (shape uncertainties).

We first discuss the estimation of systematic uncertainties for the MC expected yield,

13

Belle II Collaboration, BELLE2-CONF-PH-2020-005, [arXiv:2008.06096]

Efficiency can be calibrated, 
but this has caveats 

Strategy: use a well measured 
process, add it to your MC with its 
measured BF and compare

X
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Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23
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psig = pe+e− − ptag

Why is the efficiency different? Use 
10’000 different decays, use 
uncalibrated detector information, 
line-shapes differ in simulation

  all aggregated in → 𝒫tag

NData
Xℓν̄ℓ

NMC
Xℓν̄ℓ



Belle II Collaboration, BELLE2-CONF-PH-2020-005, [arXiv:2008.06096]

(a) (b)

FIG. 6. (a) Calibration factors for each of the di↵erent channels and di↵erent signal probability,

Ptag, selection choices. Good agreement is seen between the muon and electron channels for the

signal-side B ! X`⌫ decay. (b) ✏MC
tag ⇥ ✏cal against purity for Ptag > 0.001, 0.01 and 0.1 for B0

and

B+
mesons.

B+

Ptag > ✏ uncertainty [%]

0.001 0.65± 0.02 3.0

0.01 0.61± 0.02 3.1

0.1 0.64± 0.02 3.3

B0

Ptag > ✏ uncertainty [%]

0.001 0.83± 0.03 3.4

0.01 0.78± 0.03 3.5

0.1 0.72± 0.03 3.9

TABLE II. Final calibration factors averaged over lepton type. A weighted average taking into

account the uncertainties and correlated systematics is used.

The final calibration factors, ✏cal, in Table II can be applied in order to correct the tag-
side e�ciency in simulation, ✏MC

tag . In Fig. 6 the corrected tag-side e�ciency from simulation,
✏MC
tag ⇥ ✏cal, is shown against purity, for the Ptag thresholds of 0.001, 0.01 and 0.1. Here,
the tag-side e�ciency, ✏MC

tag , refers to ratio of the number of events containing a correctly
reconstructed tag-side B meson in the region Mbc > 5.27 GeV/c2 to the total number of
simulated ⌥ (4S) ! BB̄ events. Meanwhile the purity is the ratio of the number of events
containing a correctly reconstructed tag-side B meson in this region to the number of events
containing a reconstructed tag-side B meson.

16

ϵcal =
NData

Xℓν̄ℓ

NMC
Xℓν̄ℓ

B+

Ptag > ✏ uncertainty [%]

0.001 0.65± 0.02 3.0

0.01 0.61± 0.02 3.1

0.1 0.64± 0.02 3.3

B0

Ptag > ✏ uncertainty [%]

0.001 0.83± 0.03 3.4

0.01 0.78± 0.03 3.5

0.1 0.72± 0.03 3.9

Efficiency

Calibration 
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Tagged measurements of B → D(*)ℓν̄ℓDi↵erential Decay Rate of B ! D⇤`⌫`

d�B ! D
⇤(! . . . )`⌫`

dwd cos ✓`d cos ✓Vd�
=

6mBm
2
D⇤

8(4⇡)4

p
w2 � 1(1 � 2wr + r

2)G2
F|Vcb|

2 ⇥ B(D⇤ ! . . . )

⇥
✓
(1 � cos ✓`)

2 sin2 ✓VH
2
+ + (1 + cos ✓`)

2 sin2 ✓VH
2
�

+ 4 sin2 ✓` cos2 ✓VH
2
0 � 2 sin2 ✓` sin2 ✓V cos 2�H+H�

� 4 sin ✓`(1 � cos ✓`) sin ✓V cos ✓V cos�H+H0

+ 4 sin ✓`(1 + cos ✓`) sin ✓V cos ✓V cos�H�H0

◆

r = mD⇤/mB

w = (m2
B + m

2
D⇤ � q

2)/(2mBmD⇤ )

|Vcb| =
q

B(B!D⇤`⌫`)
⌧B�(B!D⇤`⌫`) 17

Event Selection & Reconstructio of Kinematic Quantities (Preliminary)

• We reconstruct the signal side in 4 distinct decay modes:

• B0 ! D⇤+`�⌫` with D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0

• B� ! D⇤0`�⌫` with D⇤0 ! D0⇡0

• Each for e and µ separately

• B+ mode adds ⇡ 2⇥ the statistics of the B0 mode.

• Neutral slow pions have a large fake rate, but probe the phase space w ! 1.

18

3

the shower shape in the ECL, the quality of the geo-101

metrical matching of the track to the shower position in102

the ECL, and the photon yield in the ACC [21]. Muon103

candidates are identified from charged track trajecto-104

ries extrapolated to the outer detector. The identifying105

features are the di↵erence between expected and mea-106

sured penetration depth as well as the transverse devia-107

tion of KLM hits from the extrapolated trajectory [22].108

Charged tracks are identified as pions or kaons using a109

likelihood classifier which combines information from the110

CDC, ACC, and TOF subdetectors. In order to avoid the111

di�culties understanding the e�ciencies of reconstruct-112

ing K0
L mesons, they are not explicitly reconstructed in113

what follows.114

Photons are identified as energy depositions in the ECL115

without an associated track.116

We carry out the entire analysis in the Belle II analysis117

software framework [23]: to this end the recorded Belle118

collision data and simulated Monte Carlo (MC) samples119

were converted using the software described in Ref. [24].120

MC samples of B meson decays and continuum processes121

are simulated using the EvtGen generator [25]. The used122

sample sizes correspond to approximately ten and six123

times the Belle collision data for B meson and contin-124

uum decays, respectively. The interactions of particles125

traversing the detector are simulated using Geant3 [26].126

Electromagnetic final-state radiation (FSR) is simulated127

using the PHOTOS [27] package. The e�ciencies in the128

MC are corrected using data-driven methods. We up-129

date the branching ratios for the B ! D(⇤,⇤⇤)`⌫ de-130

cays and the consecutive D(⇤) decays to the latest val-131

ues in [28]. The branching ratio gap between the inclu-132

sive B ! Xc`⌫ decays and the sum-of-exclusive decays133

is filled with B ! D(⇤)⌘`⌫ and B ! D(⇤)⇡⇡`⌫ decays.134

The di↵erential distributions of the B ! D`⌫ decays are135

updated by reweighting the simulated data to the BGL136

form factor parametrization obtained from fits provided137

in [29], and for the B ! D⇤`⌫ decays to the form fac-138

tor parameters given in [30]. The decay model for the139

B ! D⇤⇤`⌫ decays is updated to [31].140

IV. EVENT RECONSTRUCTION AND141

SELECTION142

We produce an enriched sample of B ! D⇤ ` ⌫` events143

with which we determine the distributions of the kine-144

matic variables w, cos ✓`, cos ✓V , �. In the following,145

if we write B ! D⇤ ` ⌫` we mean all considered decay146

channels, when we are referring to any specific decay, the147

charge of the B or D(⇤) meson will be explicitly stated.148

In this analysis we consider both charged and neutral149

B mesons with the decay chains B0 ! D⇤+`�⌫` with150

D⇤+ ! D0⇡+ and D⇤+ ! D+⇡0, and B� ! D⇤0`�⌫`151

with D⇤0 ! D0⇡0 respectively. The decay D⇤0 ! D0�152

has a di↵erent Lorentz structure resulting in di↵erent an-153

gular distributions, requiring a dedicated analysis, and is154

therefore omitted. The considered decay chains of the155

D mesons are: D+ ! K�⇡+⇡+, D+ ! K�⇡+⇡+⇡0,156

D+ ! K�⇡+⇡+⇡+⇡�, D+ ! K0
S⇡

+, D+ ! K0
S⇡

+⇡0,157

D+ ! K0
S⇡

+⇡+⇡�, D+ ! K0
SK

+, D+ ! K+K�⇡+,158

D0 ! K�⇡+, D0 ! K�⇡+⇡0, D0 ! K�⇡+⇡+⇡�,159

D0 ! K�⇡+⇡+⇡�⇡0, D0 ! K0
S⇡

0, D0 ! K0
S⇡

+⇡�,160

D0 ! K0
S⇡

+⇡�⇡0, and D0 ! K�K+.161

Primary charged tracks are required to have impact pa-162

rameters dr < 2 cm and |dz| < 4 cm, consistent with the163

interaction point (IP) and a minimum transverse momen-164

tum of pT > 0.1GeV. Muons, electrons, charged pions,165

kaons and protons are identified using information from166

the particle identification subsystems. Electron (Muon)167

tracks are further required to have a momentum in the168

lab frame of pLab > 0.3GeV (pLab > 0.6GeV). The mo-169

menta of particles identified as electrons are corrected for170

bremsstrahlung by adding photons within a 2° cone along171

the lepton trajectory.172

Photons are selected with an energy of E� > 100MeV,173

150MeV, and 50MeV in the forward endcap, backward174

endcap and barrel part of the calorimeter, respectively.175

The ⇡0 candidates are recombined from photon pairs hav-176

ing 0.104GeV < M�� < 0.165GeV.177

K0
S mesons are recombined from two oppositely178

charged tracks and selected with a multivariate method.179

D meson candidates are recombined in the sixteen180

listed decay channels, with mass window selection cri-181

teria depending on the final state particles involved. ⇡0
182

daughter particles from theseD meson candidates require183

a center-of-mass momentum pCMS
⇡
0 > 0.2GeV, except for184

final states with four pions. To reduce the combinatorics,185

we rank the recombined D mesons by the absolute dif-186

ference of the reconstructed mass to the nominal mass187

|�M |, and select up to ten candidates with the lowest188

|�M | values.189

D⇤ mesons are recombined in three di↵erent decay190

channels. We require charged slow pions to have a center-191

of-mass momentum smaller than 0.4GeV, and the mass192

di↵erence �M(D,D⇤) = MD
⇤ �MD to be smaller than193

0.155GeV (0.160GeV) for charged (neutral) D⇤ mesons.194

Signal-B meson candidates Bsig are recombined with195

the selected D⇤ candidates and lepton candidates. We196

impose a loose selections on the Bsig candidates at this197

stage, and only require the reconstructed invariant mass198

to be in the interval [1.0, 6.0] GeV to discard combinato-199

rial background. We perform a global decay chain vertex200

fix using the TreeFitter [32] implementation, to retrieve201

a quality indicator for our candidate particles in form of202

the p-value of the vertex fit, which is used at a later stage.203

Events that can not be fitted successfully are rejected,204

Tag-B mesons candidates are recombined using the205

Full Event Interpretation (FEI) [12]. We select candi-206

dates provided by the FEI with a beam-constrained mass207

M tag
bc =

q
s/2� |p2tag| > 5.27GeV and energy di↵erence208

within the interval �0.15GeV < �Etag = Etag�
p
s/2 <209

0.10GeV.210

Using the clean environment provided by the e+e� col-211

lisions, we impose a completeness constraint on the event212

Target  and  and reconstruct  in many 
modes :


Reconstruct  


In principle also can do , but has different Lorentz 
structure & angular distributions


Tagged measurement can directly reconstruct B 
rest frame & access 


B0 B+ D

D*+ → D0π+, D*+ → D+π0, D*0 → D0π0

D*0 → D0γ

{w, cos θℓ, cos θV, χ}

Bkg Bkg Bkg

Signal, but wrong πs

Signal but wrong πs

SignalSignal
Signal

Signal, but wrong πs

B+B0B0
D*+ → D0π+ D*+ → D+π0 D*0 → D0π0

w = vB ⋅ vD(*) =
m2

B + m2
D(*) − q2

2mBmD(*)
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Background subtraction

Background Subtraction (Preliminary)

- Background subtraction using model-independent variable:

M2
miss = p2miss = pe+e� � ptag � pD⇤ � p` in 10 bins of w , cos ✓`, cos ✓V, �

- Good understanding of M2
miss.

19

Need to subtract residual background contributions: 


- From other SL decays (  or )

- From other B decays (with fake or real leptons)

- From Continuum ( )

B → D**ℓν̄ℓ B → Dℓν̄ℓ

e+e− → qq̄

0 = m2
ν ≃ M2

miss = (Emiss, pmiss)2 = (pB − pD* − pℓ)2 or U = Emiss − |pmiss |

Signal

Signal, but wrong πs

Dℓν̄ℓ

D**ℓν̄ℓ

BB̄ bkg .

e+e− → qq̄

Use:



(a) M
2
miss resolution fit on MC in M

tag
bc bin 1, pre-fit

(b) M
2
miss resolution fit on MC in M

tag
bc bin 1, post-fit

Figure 1.10: MC fit of M
2
miss resolution in the first M

tag
bc bin and with the selection of [1].

The upper plot shows the pre-fit distribution a and the lower the post-fit distribution b
with the fitted parameter values. The blue dots are the MC data points, while the solid
lines represent the Gaussian signal shape (green), the Cruijff background shape (red) and
the combination of the two (orange).

smeared M
2
miss value, such that the smearing is turned on for values of M

2
miss < 0.5GeV2. 799

The scale or smearing factor � is modulated with a Gaussian (mean of �0.05GeV2 and 800

variance of 1.0GeV2) and a reverse logistic sigmoid function, both depending on M
2
miss, 801

such that the smearing is most prominent just to the left of the peak and is faded out for 802

larger and smaller M
2
miss values. For more details we refer to [1]. 803

29

MC modelling of  challenging


Need to apply additional smearing to 

match actual resolution

M2
miss

Figure 1.9: Visualization of the binning in the beam-constraint mass M
tag
bc used to deter-

mine different resolution correction factors for the fit observable M
2
miss. The bin locations

and widths are chosen to contain different qualities of tag side B meson candidates, with
a narrow bin at the nominal B meson mass and bins of increasing width towards higher
and lower M

tag
bc values. The samples used for this plot are produced with the selection

of [1]. The lower bound at 5.27GeV of the considered scope of M
tag
bc is defined by the

selection criteria of the analysis.

To improve the stability of the fit, the Gaussian describing the peaking component 776

of the B ! D(⇤)
`⌫ processes is first fitted by itself in a truth matched MC distribution, 777

which only contains correctly reconstructed B ! D(⇤)
`⌫ events. The result of this first fit 778

is used to set the starting parameters for the Gaussian in the fit to the full distribution in 779

MC. Examples for this stage of the procedure are shown in Figure 1.10 for the first bin 780

in M
tag
bc . The fit on recorded data is performed using the estimates of the fit in MC as 781

starting parameters for the Gaussian peak and the Cruijff background component. The 782

results of this fit to recorded data are displayed in Figure 1.11 for the first bin in M
tag
bc . 783

The pre- and post-fit distributions for MC and recorded data for all bins in the tag side 784

beam-constraint mass M
tag
bc are available in the appendix of [1]. 785

The thus obtained M
2
miss shift values and resolution smearing factors � are used to 786

correct the MC M
2
miss distributions. However, a correction of the MC M

2
miss resolution 787

using a Gaussian smearing factor for the entire range of the missing mass squared does 788

not yield the desired results. A more sophisticated approach is required to resolve this 789

inconsistency of the MC description of the M
2
miss peak. It is found that the effect observed 790

in the M
2
miss resolution is asymmetric. 791

This expresses itself in a consistent overestimation of the peak and underestimation of 792

the tail in the negative M
2
miss region in MC. To model this asymmetry, an implementation 793

of the asymmetric Laplace distribution provided by the SciPy package [35] is used: 794

fAL(x;m, �, ) =
�

 + 1/

8
><

>:

exp ((�/)(x � m)) if x < m,

exp(��(x � m)) if x � m,

(1.23)

where m denotes the mean of the distribution, � is a scale parameter, and  describes 795

the asymmetry of the distribution. For the purpose of the smearing of M
2
miss, the scale 796

parameter � is a function of the smearing factor � obtained from the fit to the data. The 797

parameter  is modulated with a reverse logistic sigmoid function depending on the to be 798

28

Use an appropriate smearing function

( e.g. asymmetric Laplace distribution and as a function of  )mbc

130 10. M2

miss Resolution

(a) without correction

(b) with correction

Figure 10.4.: Data-MC comparison of the M2

miss distribution using the combination of all
four main reconstruction modes in the q2-sideband without (a) and with (b)
the M2

miss resolution correction applied. The pattern observed in the bin count
pulls (calculated as described in the introduction of Chapter 9) for the case
without the correction disappears when the resolution correction is applied.
The calculated �

2-value and p -value also improve significantly. Furthermore,
the visual agreement between the recorded data and MC distributions also
improves, especially in the region of M2

miss ⇡ 0.0GeV2.

130 10. M2

miss Resolution

(a) without correction

(b) with correction

Figure 10.4.: Data-MC comparison of the M2

miss distribution using the combination of all
four main reconstruction modes in the q2-sideband without (a) and with (b)
the M2

miss resolution correction applied. The pattern observed in the bin count
pulls (calculated as described in the introduction of Chapter 9) for the case
without the correction disappears when the resolution correction is applied.
The calculated �

2-value and p -value also improve significantly. Furthermore,
the visual agreement between the recorded data and MC distributions also
improves, especially in the region of M2

miss ⇡ 0.0GeV2.

⇒
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Fit in Bins of {w, cos θℓ, cos θV, χ}

E.g. Can use binned likelihood fit to 1D distributions 

(good to use coarse binning to reduce modelling dependence (Bkg shape, resolution))

Figure 3.2: Post-fit distributions and nuisance pulls in the w differential bins for the B
0

! D
⇤
e⌫e mode.

38

Figure 3.3: Post-fit distributions and nuisance pulls in the cos ✓` differential bins for the B
0

! D
⇤
e⌫e mode.

39

Figure 3.4: Post-fit distributions and nuisance pulls in the cos ✓V differential bins for the B
0

! D
⇤
e⌫e mode.

40

Figure 3.5: Post-fit distributions and nuisance pulls in the � differential bins for the B
0

! D
⇤
e⌫e mode.

41

w cos θℓ

cos θV χ

Example 1D fits to MC (Asimov fits)

4D fit also possible; but binned approach suffers from course of dimensionality 


→ better unbinned (but then need to worry about efficiency & migrations)

Best approach: use folding to extract 
relevant information 

4

decay is mediated solely by the strong force, so that

hD⇡|D⇤(k, ✏)i = ✏ · (pD � p⇡), (3)

where pD(⇡) is the four-momentum of the D(⇡), k = pD+p⇡ is the four-momentum of the D⇤ and ✏ is its polarization.
Note that these satisfy the on-shell condition k · ✏ = 0.

The remaining parts of the hadronic matrix elements that appear in Eq. (2) are [27]:

⌦
D⇤(k, ✏) |c̄�µb| B̄(p)

↵
= �i"µ⌫⇢�✏

⇤⌫p⇢k�
2V (q2)

mB +mD⇤
, (4)

⌦
D⇤(k, ✏)

��c̄�µ�5b
�� B̄(p)

↵
= ✏⇤µ(mB +mD⇤)A1(q

2)� (p+ k)µ(✏
⇤ · q) A2(q2)

mB +mD⇤

� qµ(✏
⇤ · q)2mD⇤

q2
[A3(q

2)�A0(q
2)], (5)

⌦
D⇤(k, ✏)

��c̄�5b
�� B̄(p)

↵
= �(✏⇤ · q) 2mD⇤

mb +mc
A0(q

2), (6)

⌦
D⇤(k, ✏) |c̄�µ⌫b| B̄(p)

↵
= "µ⌫⇢�

⇢
�✏⇢⇤(p+ k)�T1(q

2) + ✏⇢⇤q�
m2

B �m2
D⇤

q2
[T1(q

2)� T2(q
2)]

+ 2
✏⇤ · q
q2

p⇢k�

T1(q

2)� T2(q
2)� q2

m2
B �m2

D⇤
T3(q

2)

��
(7)

where p is the four-momentum of the B meson, q represents the four-momentum of the lepton-neutrino pair, while
mB(D⇤) represents the mass of the B(D⇤) meson. Here, V,A0, A1, A2, A3, T1, T2 and T3 are the relevant form factors
for a B̄ ! V transition. For the Levi-Civita tensor, "µ⌫⇢�, we use the convention "0123 = +1.

For easy comparison with similar literature in the field, below we present an alternative notation and its connection
to the notation used in this article. Following the presentation in Ref. [25], the e↵ective Lagrangian that describes
b ! c`�⌫̄ transitions can be written as

L = � 4GFp
2

X

i

CiOi + h.c. , (8)

where i = VL, VR, SL, SR, and T , and Ci represents the Wilson Coe�cient (WC) corresponding to the operator Oi.
Note the negative sign added to this Lagrangian in order to obtain the correct sign for the SM term (see for example
Eq. (20.90) in [28] with errata in [29]). The WC’s can be easily converted into the NP coupling constants that appear
in Eq. (1) as follows.

CVL = 1 + gL , CVR = gR , CSL = gS � gP , CSR = gS + gP , CT = gT . (9)

Note that, only CVL has both SM and NP parts while all other WCs are NP only. Furthermore, for a B̄ ! V
transition, where V denotes a vector meson, the scalar matrix element hV |q̄b|Bi = 0. A consequence of this is that
the following condition must be imposed,

CSR + CSL = 2 gS = 0 . (10)

Thus, there are only four independent NP parameters that can be used to describe the decay B̄ ! D⇤`�⌫̄ process,
namely gL, gR, gP , and gT . We will use these to label the result plots presented in this article.

One can now express the di↵erential decay distribution for B̄ ! D⇤(! D⇡)`�⌫̄ as a function of four kinematic
variables – q2 and three helicity angles ✓⇤, ✓`, and � (see Fig. 1 for a schematic diagram defining these angles) – in
the following form.

d4�

dq2 d cos ✓⇤ d cos ✓` d�
=

9

32⇡

⇥�
Is1 sin

2 ✓⇤ + Ic1 cos
2 ✓⇤

�
+
�
Is2 sin

2 ✓⇤ + Ic2 cos
2 ✓⇤

�
cos 2✓`

+ I3 sin
2 ✓⇤ sin2 ✓` cos 2�+ I4 sin 2✓

⇤ sin 2✓` cos�+ I5 sin 2✓
⇤ sin ✓` cos�

+
�
Ic6 cos

2 ✓⇤ + Is6 sin
2 ✓⇤

�
cos ✓` + I7 sin 2✓

⇤ sin ✓` sin�

+ I8 sin 2✓
⇤ sin 2✓` sin�+ I9 sin

2 ✓⇤ sin2 ✓` sin 2�
⇤
, (11)

where the 12 coe�cients I(s,c)i (q2) (i = 1,. . . ,9) can be expressed in terms of eight helicity amplitudes that in turn

depend on the NP parameters gL, gR, gP , and gT . For brevity, the exact dependence of the coe�cient functions, I(s,c)i

I.e. by building smart asymmetries, 
can project out the relevant 12 terms 
(integrated over a certain  range)q2
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Detector migrations
An event reconstructed in a given bin i, might not have had a “true” value corresponding to a bin j

Can be parametrized as a migration matrix:

ℳij = 𝒫(reco. in bin i | true value in bin j)

Unfolding and Acceptance Correction (Preliminary)

Acceptance is di↵erent in B+ and B0

! intrinsic cross-check for our under-

standing of systematics

20

Can recover true values by “unfolding” 

determined yields, mapping reco → true

xtrue = ℳ−1
ij xreco

Simplest version: migration matrix inversion

Many approaches to dampen impact of

increase in variance 


(mostly a problem with large migrations  true bin is then the sum

of many reco bins with high weights)


or to reduce impact of MC prior 


(here less an issue; but Bayesian unfolding can propagate the 

observed shape to MC to minimize model dependencies)

→
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Acceptance  Efficiency×
After migration effects are corrected, need to correct also for selection effects 
(Acceptance x Efficiency)

Unfolding and Acceptance Correction (Preliminary)

Acceptance is di↵erent in B+ and B0

! intrinsic cross-check for our under-

standing of systematics

20

low w ∼ low pπs
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A word on Efficiencies 

Efficiencies can be are a large source of uncertainties 

Two examples relevant for this: 


 - Lepton Identification Uncertainty

Often based on a global likelihood (or a multivariate classifier) 
using individual likelihoods (or input features) to calculate a score

how likely the identified particle is an electron or a muon 

ℒ = ℒCDC × ℒECL × ℒTOP × ℒKLM

Information from 
Cherenkov light


angles

Ionization energy 
loss

E/ | ⃗p |

Matched KLM

cluster hit?

Symbolically:



Use clean physics sample to correct MC efficiencies and fake 
rates


E.g.   e+e− → μμγ, e+e− → e+e−γ, J/ψ → ℓℓ, . . .

Lepton identification performance in 2020 data

9Marco Milesi, ICHEP 2020

• e,  ,  → ⟨efficiency⟩ of 94% for 2% pion mis-id probability.ℒratio > 0.9 p > 1 GeV/c

Electrons Muons

• μ, ,  → ⟨efficiency⟩ of 90% for 4% pion mis-id probability.ℒratio > 0.9 p > 1 GeV/c

• Results for a representative bin in the detector “barrel” region.

Momentum in lab frame

ℓID = ℒe/[ℒe + ℒμ + ℒπ + ℒK + ℒp]Construct likelihood ratio for Lepton ID:



FIG. 3. The coverage of plab-✓lab phase space for the true leptons. The top two figures are
for electrons (left) and positrons (right) respectively. The two plots below show the cases
for muons with the negative charge (left) and the positive charge (right). The red grid
indicates the covered phase space of the current lepton ID e�ciency correction table. The
block in a brighter color implies the higher density of the lepton candidates in that phase
space.
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Construct correction tables of efficiency ratios      


as a function of lab momentum and detector position (polar angle) 
to correct MC efficiencies

ϵData

ϵMC

Precision limited by available 
control channel statistics (i.e. goes 
down by Lumi)


Non-closure between channels

is added as extra uncertainty 
(limiting factor at very high luminosity)


Coverage of control channels and 
signal are different, i.e. not all control 
channels have same relevance)



Second example: 


 - Slow pion reconstruction efficiency

B̄0

D⇤+⇡�

⇡+
sD0

K� ⇡+ K� ⇡+ ⇡+ ⇡�K0
s ⇡+ ⇡�

FIG. 1. The reconstruction decay tree used in this analysis.

MPDG
D0 | < 0.04 GeV/c2, where MK⇡ is the invariant mass of the K⇡ system,62

and MPDG
D0 denotes the PDG value of the D0 mass.63

• The mass di↵erence (�M) between D⇤+ and D0 is demanded to be within the64

region: 0.143 GeV/c2 < �M < 0.147 GeV/c2.65

• The momentum of the D⇤+ in the center-of-mass frame is cut at pCM
D⇤+ <66

2.5 GeV/c. This is helpful to reject D⇤+ mesons generated from qq̄ events.67

• To further suppress qq̄ events, we demand Fox Wolfram moment R2 < 0.3.68

• Additionally, we require 5.27 < Mbc < 5.29 and �0.2 < �E < 0.2 to reject the69

background events, where70

Mbc =
q

E2
beam � ~p2B0 , (1)

71

�E = EB0 � Ebeam, (2)

with Ebeam =
p
s/2.72

4. DATA AND MC COMPARISON73

In this section we check the agreement of data and MC after the selection.74

6

Also needs to be measured in data, e.g. via   decaysB0 → D*+π−

FIG. 14. Obtained relative tracking e�ciency

23

Measure ratio efficiency ratio relative to 
high-momentum region of plab

πs
> 200 MeV

Extract signal in a fit to  
in bins of 

ΔE = s /2 − EB
plab

πs

FIG. 13. Post-fit of �E distributions in each slow pion momentum bin (slow pions with

both negative and positive charge)

22
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The final result (MC)
Unfolded Shape [Asimov Data] (Preliminary)

Shape on Asimov Data (Simulation)

Allows determination of:

- Form Factors

- |Vcb| w/ external input

- FL(D⇤)

- AFB

- Reµ(D⇤)

21For a simultaneous analysis, need to determine correlations between different 1D 
projections  can be done using boostrapping→

Very simple: create a replica of your data set by sampling with replacement


Repeat full analysis chain of 4 x1D measurement for each replica

Note how the different 
channels are complementary in 
different regions of phase-
space 


(e.g.  has much better precision at low 
 than , but both have equal precision 

at high )

B+

w B0

w



⌫sig Pre ⌫sig stat. only ⌫sig stat. + MC stat. ⌫sig stat. + MC stat. + shape ⌫bkg Pre ⌫bkg stat. only ⌫bkg stat. + MC stat. ⌫bkg stat. + MC stat. + shape �
2 / ndf Pre �

2 / ndf Post
Variable voi bin

w [1.00, 1.05] 66.0+/-1.7 66+/-9 66+/-9 66+/-9 11.4+/-1.0 11+/-5 11+/-5 11+/-5 0 / 5 0 / 3
[1.05, 1.10] 112.4+/-1.9 112+/-12 112+/-13 112+/-13 27.8+/-1.3 28+/-8 28+/-9 28+/-9 0 / 5 0 / 3
[1.10, 1.15] 161.4+/-2.1 161+/-15 161+/-15 161+/-15 45.2+/-1.5 45+/-10 45+/-11 45+/-11 0 / 5 0 / 3
[1.15, 1.20] 213.1+/-2.2 213+/-17 213+/-17 213+/-17 54.9+/-1.5 55+/-11 55+/-12 55+/-12 0 / 5 0 / 3
[1.20, 1.25] 263.2+/-2.3 263+/-18 263+/-19 263+/-19 65.5+/-1.5 65+/-12 65+/-12 65+/-12 0 / 5 0 / 3
[1.25, 1.30] 291.9+/-2.4 292+/-19 292+/-20 292+/-20 79.5+/-1.6 79+/-13 79+/-13 79+/-13 0 / 5 0 / 3
[1.30, 1.35] 298.5+/-2.4 299+/-20 299+/-20 299+/-20 81.7+/-1.6 82+/-13 82+/-13 82+/-13 0 / 5 0 / 3
[1.35, 1.40] 291.3+/-2.4 291+/-20 291+/-20 291+/-20 63.6+/-1.5 64+/-13 64+/-13 64+/-13 0 / 5 0 / 3
[1.40, 1.45] 252.4+/-2.3 252+/-19 252+/-20 252+/-20 51.6+/-1.5 52+/-13 52+/-14 52+/-14 0 / 5 0 / 3
[1.45, 2.00] 232.7+/-2.2 233+/-25 233+/-26 233+/-26 47.7+/-1.5 48+/-21 48+/-22 48+/-22 0 / 5 0 / 3

cos ✓` [-1.00, -0.80] 38.0+/-1.4 38+/-8 38+/-8 38+/-8 9.2+/-1.0 9+/-5 9+/-5 9+/-5 0 / 5 0 / 3
[-0.80, -0.60] 73.8+/-1.7 74+/-11 74+/-11 74+/-11 16.0+/-1.2 16+/-7 16+/-8 16+/-8 0 / 5 0 / 3
[-0.60, -0.40] 131.0+/-1.9 131+/-14 131+/-14 131+/-14 24.3+/-1.2 24+/-9 24+/-9 24+/-9 0 / 5 0 / 3
[-0.40, -0.20] 193.8+/-2.1 194+/-17 194+/-17 194+/-17 39.3+/-1.4 39+/-11 39+/-12 39+/-12 0 / 5 0 / 3
[-0.20, 0.00] 239.4+/-2.2 239+/-19 239+/-19 239+/-19 43.4+/-1.4 43+/-12 43+/-13 43+/-13 0 / 5 0 / 3
[0.00, 0.20] 270.5+/-2.3 270+/-20 270+/-20 270+/-20 52.2+/-1.5 52+/-13 52+/-14 52+/-14 0 / 5 0 / 3
[0.20, 0.40] 303.6+/-2.4 304+/-20 304+/-20 304+/-20 59.9+/-1.5 60+/-13 60+/-13 60+/-13 0 / 5 0 / 3
[0.40, 0.60] 304.7+/-2.4 305+/-20 305+/-20 305+/-20 76.9+/-1.6 77+/-13 77+/-14 77+/-14 0 / 5 0 / 3
[0.60, 0.80] 302.6+/-2.4 303+/-20 303+/-20 303+/-20 84.7+/-1.6 85+/-13 85+/-13 85+/-13 0 / 5 0 / 3
[0.80, 1.00] 296.1+/-2.4 296+/-20 296+/-20 296+/-20 104.9+/-1.8 105+/-14 105+/-14 105+/-14 0 / 5 0 / 3

cos ✓V [-1.00, -0.80] 431.8+/-2.6 432+/-23 432+/-23 432+/-23 64.3+/-1.5 64+/-13 64+/-13 64+/-13 0 / 5 0 / 3
[-0.80, -0.60] 340.6+/-2.4 341+/-21 341+/-21 341+/-21 61.1+/-1.5 61+/-12 61+/-12 61+/-12 0 / 5 0 / 3
[-0.60, -0.40] 266.8+/-2.3 267+/-18 267+/-19 267+/-19 57.2+/-1.5 57+/-11 57+/-12 57+/-12 0 / 5 0 / 3
[-0.40, -0.20] 204.1+/-2.2 204+/-17 204+/-17 204+/-17 51.7+/-1.4 52+/-11 52+/-12 52+/-12 0 / 5 0 / 3
[-0.20, 0.00] 167.2+/-2.1 167+/-16 167+/-16 167+/-16 49.8+/-1.5 50+/-11 50+/-12 50+/-12 0 / 5 0 / 3
[0.00, 0.20] 160.8+/-2.1 161+/-15 161+/-16 161+/-16 45.3+/-1.4 45+/-11 45+/-11 45+/-11 0 / 5 0 / 3
[0.20, 0.40] 150.6+/-2.0 151+/-15 151+/-15 151+/-15 47.3+/-1.5 47+/-11 47+/-12 47+/-12 0 / 5 0 / 3
[0.40, 0.60] 149.4+/-2.0 149+/-15 149+/-15 149+/-15 46.9+/-1.4 47+/-11 47+/-11 47+/-11 0 / 5 0 / 3
[0.60, 0.80] 156.7+/-2.0 157+/-16 157+/-16 157+/-16 49.9+/-1.5 50+/-12 50+/-12 50+/-12 0 / 5 0 / 3
[0.80, 1.00] 154.9+/-2.0 155+/-16 155+/-17 155+/-17 55.4+/-1.6 55+/-13 55+/-13 55+/-13 0 / 5 0 / 3

� [0.00, 0.63] 187.8+/-2.1 188+/-16 188+/-17 188+/-17 57.3+/-1.5 57+/-12 57+/-12 57+/-12 0 / 5 0 / 3
[0.63, 1.26] 213.9+/-2.2 214+/-17 214+/-17 214+/-17 57.9+/-1.5 58+/-12 58+/-12 58+/-12 0 / 5 0 / 3
[1.26, 1.88] 239.4+/-2.2 239+/-18 239+/-18 239+/-18 50.9+/-1.5 51+/-12 51+/-12 51+/-12 0 / 5 0 / 3
[1.88, 2.51] 236.0+/-2.2 236+/-18 236+/-18 236+/-18 53.4+/-1.5 53+/-12 53+/-12 53+/-12 0 / 5 0 / 3
[2.51, 3.14] 224.3+/-2.2 224+/-18 224+/-18 224+/-18 49.3+/-1.4 49+/-12 49+/-12 49+/-12 0 / 5 0 / 3
[3.14, 3.77] 221.8+/-2.2 222+/-17 222+/-18 222+/-18 53.2+/-1.5 53+/-12 53+/-12 53+/-12 0 / 5 0 / 3
[3.77, 4.40] 233.4+/-2.2 233+/-18 233+/-18 233+/-18 50.2+/-1.4 50+/-12 50+/-12 50+/-12 0 / 5 0 / 3
[4.40, 5.03] 237.4+/-2.2 237+/-18 237+/-18 237+/-18 52.1+/-1.5 52+/-12 52+/-12 52+/-12 0 / 5 0 / 3
[5.03, 5.65] 209.2+/-2.2 209+/-17 209+/-18 209+/-18 50.7+/-1.5 51+/-12 51+/-12 51+/-12 0 / 5 0 / 3
[5.65, 6.28] 179.6+/-2.1 180+/-16 180+/-17 180+/-17 54.0+/-1.4 54+/-12 54+/-12 54+/-12 0 / 5 0 / 3

Table 3.6: Signal and background yields for the B
0

! D
⇤
µ⌫µ mode.

⌫sig Pre ⌫sig stat. only ⌫sig stat. + MC stat. ⌫sig stat. + MC stat. + shape ⌫bkg Pre ⌫bkg stat. only ⌫bkg stat. + MC stat. ⌫bkg stat. + MC stat. + shape �
2 / ndf Pre �

2 / ndf Post
Variable voi bin

w [1.00, 1.05] 293.0+/-2.3 293+/-19 293+/-20 293+/-20 20.3+/-1.2 20+/-10 20+/-11 20+/-11 0 / 5 0 / 3
[1.05, 1.10] 473.3+/-2.6 473+/-26 473+/-26 473+/-26 52.4+/-1.5 52+/-15 52+/-16 52+/-16 0 / 5 0 / 3
[1.10, 1.15] 546.2+/-2.7 546+/-29 546+/-30 546+/-30 72.1+/-1.6 72+/-19 72+/-20 72+/-20 0 / 5 0 / 3
[1.15, 1.20] 566.9+/-2.8 567+/-29 567+/-30 567+/-30 94.7+/-1.7 95+/-20 95+/-20 95+/-20 0 / 5 0 / 3
[1.20, 1.25] 578.6+/-2.8 579+/-30 579+/-31 579+/-31 104.0+/-1.7 104+/-21 104+/-22 104+/-22 0 / 5 0 / 3
[1.25, 1.30] 567.5+/-2.8 568+/-30 568+/-30 568+/-30 119.3+/-1.8 119+/-21 119+/-21 119+/-21 0 / 5 0 / 3
[1.30, 1.35] 534.2+/-2.7 534+/-29 534+/-29 534+/-29 120.8+/-1.8 121+/-20 121+/-21 121+/-21 0 / 5 0 / 3
[1.35, 1.40] 475.9+/-2.7 476+/-28 476+/-28 476+/-28 97.2+/-1.7 97+/-20 97+/-21 97+/-21 0 / 5 0 / 3
[1.40, 1.45] 392.6+/-2.5 393+/-28 393+/-29 393+/-29 72.4+/-1.6 72+/-22 72+/-23 72+/-23 0 / 5 0 / 3
[1.45, 2.00] 338.8+/-2.4 339+/-26 339+/-26 339+/-26 81.6+/-1.7 82+/-20 82+/-21 82+/-21 0 / 5 0 / 3

cos ✓` [-1.00, -0.80] 163.7+/-2.0 164+/-17 164+/-17 164+/-17 30.0+/-1.3 30+/-12 30+/-13 30+/-13 0 / 5 0 / 3
[-0.80, -0.60] 263.6+/-2.3 264+/-21 264+/-22 264+/-22 48.8+/-1.5 49+/-15 49+/-16 49+/-16 0 / 5 0 / 3
[-0.60, -0.40] 363.3+/-2.5 363+/-26 363+/-27 363+/-27 59.1+/-1.5 59+/-19 59+/-20 59+/-20 0 / 5 0 / 3
[-0.40, -0.20] 447.1+/-2.6 447+/-27 447+/-28 447+/-28 70.2+/-1.6 70+/-19 70+/-20 70+/-20 0 / 5 0 / 3
[-0.20, 0.00] 523.2+/-2.7 523+/-29 523+/-30 523+/-30 78.5+/-1.6 78+/-20 78+/-21 78+/-21 0 / 5 0 / 3
[0.00, 0.20] 565.8+/-2.8 566+/-32 566+/-32 566+/-32 86.3+/-1.7 86+/-23 86+/-24 86+/-24 0 / 5 0 / 3
[0.20, 0.40] 598.1+/-2.8 598+/-31 598+/-31 598+/-31 96.4+/-1.7 96+/-21 96+/-22 96+/-22 0 / 5 0 / 3
[0.40, 0.60] 621.4+/-2.8 621+/-31 621+/-32 621+/-32 98.1+/-1.7 98+/-21 98+/-22 98+/-22 0 / 5 0 / 3
[0.60, 0.80] 604.7+/-2.9 605+/-30 605+/-31 605+/-31 114.2+/-1.8 114+/-20 114+/-21 114+/-21 0 / 5 0 / 3
[0.80, 1.00] 572.4+/-2.8 572+/-28 572+/-29 572+/-29 119.5+/-1.8 120+/-18 120+/-19 120+/-19 0 / 5 0 / 3

cos ✓V [-1.00, -0.80] 535.6+/-2.7 536+/-27 536+/-27 536+/-27 59.6+/-1.5 60+/-16 60+/-17 60+/-17 0 / 5 0 / 3
[-0.80, -0.60] 481.6+/-2.7 482+/-26 482+/-26 482+/-26 56.4+/-1.5 56+/-16 56+/-16 56+/-16 0 / 5 0 / 3
[-0.60, -0.40] 426.1+/-2.6 426+/-25 426+/-26 426+/-26 60.7+/-1.5 61+/-16 61+/-17 61+/-17 0 / 5 0 / 3
[-0.40, -0.20] 374.2+/-2.5 374+/-25 374+/-25 374+/-25 65.4+/-1.6 65+/-17 65+/-18 65+/-18 0 / 5 0 / 3
[-0.20, 0.00] 369.5+/-2.5 370+/-25 370+/-25 370+/-25 71.5+/-1.6 71+/-18 71+/-19 71+/-19 0 / 5 0 / 3
[0.00, 0.20] 385.8+/-2.5 386+/-26 386+/-26 386+/-26 76.6+/-1.6 77+/-19 77+/-19 77+/-19 0 / 5 0 / 3
[0.20, 0.40] 425.3+/-2.6 425+/-27 425+/-28 425+/-28 84.6+/-1.7 85+/-20 85+/-21 85+/-21 0 / 5 0 / 3
[0.40, 0.60] 487.3+/-2.7 487+/-30 487+/-30 487+/-30 99.8+/-1.7 100+/-22 100+/-23 100+/-23 0 / 5 0 / 3
[0.60, 0.80] 572.5+/-2.8 573+/-31 573+/-32 573+/-32 112.4+/-1.8 112+/-23 112+/-24 112+/-24 0 / 5 0 / 3
[0.80, 1.00] 709.0+/-2.9 (7.1+/-0.4)e+02 (7.1+/-0.4)e+02 (7.1+/-0.4)e+02 147.9+/-1.9 148+/-26 148+/-28 148+/-28 0 / 5 0 / 3

� [0.00, 0.63] 446.5+/-2.6 446+/-26 446+/-27 446+/-27 77.8+/-1.6 78+/-18 78+/-19 78+/-19 0 / 5 0 / 3
[0.63, 1.26] 485.0+/-2.7 485+/-29 485+/-29 485+/-29 84.5+/-1.7 85+/-20 85+/-21 85+/-21 0 / 5 0 / 3
[1.26, 1.88] 521.6+/-2.7 522+/-29 522+/-29 522+/-29 83.1+/-1.7 83+/-20 83+/-21 83+/-21 0 / 5 0 / 3
[1.88, 2.51] 494.7+/-2.7 495+/-28 495+/-29 495+/-29 78.2+/-1.6 78+/-19 78+/-20 78+/-20 0 / 5 0 / 3
[2.51, 3.14] 443.8+/-2.6 444+/-28 444+/-28 444+/-28 88.0+/-1.7 88+/-20 88+/-21 88+/-21 0 / 5 0 / 3
[3.14, 3.77] 441.1+/-2.6 441+/-27 441+/-27 441+/-27 86.9+/-1.7 87+/-19 87+/-20 87+/-20 0 / 5 0 / 3
[3.77, 4.40] 497.0+/-2.7 497+/-29 497+/-29 497+/-29 85.3+/-1.7 85+/-20 85+/-21 85+/-21 0 / 5 0 / 3
[4.40, 5.03] 522.8+/-2.7 523+/-29 523+/-30 523+/-30 88.0+/-1.7 88+/-21 88+/-21 88+/-21 0 / 5 0 / 3
[5.03, 5.65] 490.6+/-2.7 491+/-29 491+/-30 491+/-30 78.7+/-1.6 79+/-21 79+/-22 79+/-22 0 / 5 0 / 3
[5.65, 6.28] 424.1+/-2.6 424+/-27 424+/-28 424+/-28 84.3+/-1.7 84+/-20 84+/-21 84+/-21 0 / 5 0 / 3

Table 3.7: Signal and background yields for the B
+

! D
⇤
e⌫e mode.

Figure 3.6: Correlation matrices for the statistical correlation of the data.

43

Pearson correlator of replica sample provides estimator for statistical correlation 
between bins:

But since we measured 
projections of the same 
data, the effective degrees 
of freedom are not 40, but 
37 (Jung, Van Dyk)

Best use of tagged data:


Fit normalized shapes (and if 
available total rate)


36 dof from shapes (4*9) 
and 1 from normalization



(Asimov again)
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Untagged measurements of B → D(*)ℓν̄ℓ
The Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23
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Untagged measurements of B → D(*)ℓν̄ℓ
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of B meson decays that do not have experimentally-
measured branching fractions is inclusively reproduced
by PYTHIA [10]. For the continuum e

+
e
�

! qq̄ events,
the initial quark pair is hadronised by PYTHIA, and
hadron decays are modelled by EvtGen. The final-
state radiation from charged particles is added using
PHOTOS [11]. Detector responses are simulated with
GEANT3 [12].

B. Event reconstruction and selection criteria

Charged particle tracks are required to originate from
the interaction point, and to have good track fit quality.
The criteria for the track impact parameters in the r ��

and z directions are: dr <2 cm and |dz| < 4 cm, respec-
tively. In addition we require that each track has at least
one associated hit in any layer of the SVD detector. For
pion and kaon candidates, we use particle identification
likelihoods determined using Cherenkov light yield in the
ACC, the time-of-flight information from the TOF, and
dE/dx from the CDC.

Neutral D
0 meson candidates are reconstructed only

in the clean D
0

! K
�

⇡
+ decay channel. The daughter

tracks are fit to a common vertex using a Kalman fit algo-
rithm, with a �

2-probability requirement of greater than
10�3 to reject background. The reconstructed D

0 mass
is required to be in a window of ±13.75 MeV/c

2 from
the nominal D

0 mass of 1.865 GeV/c
2, corresponding to

a width of 2.5 �, determined from data.
The D

0 candidates are combined with an additional
pion that has a charge opposite that of the kaon, to form
D

⇤+ candidates. Pions produced in this transition are
close to kinematic threshold, with a mean momentum of
approximately 100 MeV/c, hence are denoted slow pions,
⇡
+
s . There are no SVD hit requirements for slow pions.

Another vertex fit is performed between the D
0 and the

⇡
+
s and a �

2-probability requirement of greater than 10�3

is again imposed. The invariant mass di↵erence between
the D

⇤ and the D
0 candidates, �m = mD⇤ �mD0 , is first

required to be less than 165 MeV/c
2 for the background

fit, and further tightened for the signal yield determina-
tion.

Although the contribution from e
+
e
�

! qq̄ continuum
is relatively small in this analysis, we further suppress
prompt charm by imposing an upper threshold on the
D

⇤ momentum of 2.45 GeV/c in the CM frame (Fig. 1).
Candidate B mesons are reconstructed by combining

D
⇤ candidates with an oppositely charged electron or

muon. Electron candidates are identified using the ratio
of the energy detected in the ECL to the momentum of
the track, the ECL shower shape (E9/E25), the distance
between the track at the ECL surface and the ECL clus-
ter centre, the energy loss in the CDC (dE/dx) and the
response of the ACC. For electron candidates we search
for nearby bremsstrahlung photons in a cone of 3 degrees
around the electron track, and sum the momenta with
that of the electron. Muons are identified by their pen-

0 0.5 1 1.5 2 2.5 3 3.5 4
D*

p*   [GeV/c]   
0
10
20
30
40
50
60

310×
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on-resonance

off-resonance

FIG. 1. The D⇤ momenta in the CM frame, for on-resonance
and scaled o↵-resonance data.

etration range and transverse scattering in the KLM de-
tector. In the momentum region relevant to this analysis,
charged leptons are identified with an e�ciency of about
90%, while the probabilities to misidentify a pion as an
electron or muon is 0.25% and 1.5% respectively. We im-
pose lower thresholds on the momentum of the leptons,
such that they reach the respective particle identification
detectors for good hadron fake rejection. Here we impose
lab frame momentum thresholds 0.3 GeV/c for electrons
and 0.6 GeV/c for muons. We furthermore require an
upper threshold of 2.4 GeV/c in the CM frame to reject
continuum events.

III. DECAY KINEMATICS

b c

d d

⌫`

`+

W+

B0 D⇤�

FIG. 2. Tree level Feynman diagram for B0 ! D⇤�`+⌫`.

The tree level transition of the B
0

! D
⇤�

`
+
⌫` decay

is shown in Fig. 2. Three angular angular variables and
the hadronic recoil are used to describe this decay. The
latter is defined as follows. Iwhere q

2 is the momentum
transfer between the B and the D

⇤ meson, and mB , mD⇤

are the the masses of B and D
⇤ mesons respectively. The

range of w is restricted by the value of q
2 such that the

minimum value of q
2 = 0 corresponds to the maximum

value of w,

wmax =
m

2
B + m

2
D⇤

2mBmD
. (3)

e+e− → cc̄

e+e− → b b̄
b̄ → D* −

use only  
cleanest mode

Preliminary
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Untagged measurements of B → D(*)ℓν̄ℓ
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To model the B ! D
⇤⇤

`⌫ component, which is com-
prised of four P -wave resonant modes (D1, D

⇤
0 , D

0
1, D

⇤
2)

for both neutral and charged B decays, we correct the
branching ratios and form factors. The P -wave charm
mesons are categorised according to the angular momen-
tum of the light constituent, j`, namely the j

P
` = 1/2�

doublet of D
⇤
0 and D

0
1 and the j

P
` = 3/2� doublet D1

and D
⇤
2 . The shapes of the B ! D

⇤⇤
`⌫ q

2 distribu-
tions are corrected to matched the predictions of the
LLSW model [16]. An additional contribution from non-
resonant modes is considered, although the rate appears
to be consistent with zero in recent measurements.

To estimate the background yields we perform a binned
maximum log likelihood fit of the D

⇤
` candidates in three

variables, �m, cos ✓B,D⇤`, and p
⇤
` . The bin ranges are as

follows:

• �m: 5 equidistant bins in the range [0.141, 0.156]
GeV/c

2.

• cos ✓B,D⇤`: 15 equidistant bins in the range
[�10, 5].

• p`: 2 bins in the ranges [0.6, 0.85, 3.0] GeV/c for
muons and [0.3, 0.80, 3.0] GeV/c for electrons.

Prior to the fit, the residual continuum background is
estimated from o↵-resonance data and scaled by the o↵-
on resonance integrated luminosities and the 1/s depen-
dence of the e

+
e
�

! qq̄ cross section. The kinematics
of the o↵ and on-resonant continuum background is ex-
pected to be slightly di↵erent and therefore binned cor-
rection weights are determined using MC and applied to
the scaled o↵-resonance data. The remaining background
components are modelled with MC simulation after cor-
recting for the most recent decay modelling parameters,
and for di↵erences in reconstruction e�ciencies between
data and MC. Corrections are applied to the lepton iden-
tification e�ciencies, hadron misidentification rates, and
slow pion tracking e�ciencies. The data/MC ratios for
high momentum tracking e�ciencies are consistent with
unity and are only considered in the systematic uncer-
tainty estimates. The results from the background fits
are given in Table III and Fig. 4.

VI. MEASUREMENT OF DIFFERENTIAL

DISTRIBUTIONS

Measurement of the decay kinematics requires good
knowledge of the signal B direction to constrain the neu-
trino momentum 4-vector. To determine the B direction
we estimate the CM frame momentum vector of the non-
signal B meson by summing the momenta of the remain-
ing particles in the event (~p⇤incl.) and choose the direction
on the cone that minimises the di↵erence to �p

⇤
incl.. To

determine p
⇤
incl. we exclude tracks that do not pass near

the interaction point. The impact parameter require-
ments depend on the transverse momentum of the track,
pT, and are set to:

• pT < 250 MeV/c: dr < 20 cm, dz < 100 cm,

• pT < 500 MeV/c: dr < 15 cm, dz < 50 cm,

• pT � 500 MeV/c: dr < 10 cm, dz < 20 cm.

Some track candidates may be counted multiple times,
due to low momentum particles spiralling in the central
drift chamber, or due to fake tracks fit to a similar set of
detector hits as the primary track. This can be removed
by looking for pairs of tracks with similar kinematics,
travelling in the same direction with the same electric
charge, or in the opposite direction with the opposite
electric charge. Isolated clusters that are not matched
to the signal particles (i.e. from photons or ⇡

0 decays)
are required to have lower energy thresholds to mitigate
beam induced background, and are 50, 100 and 150 MeV
in the barrel, forward end-cap and backward end-cap re-
gions respectively. We compute ~pincl. by summing the
3-momenta of the selected particles:

~pincl. =
X

i

~pi , (17)

where the index i denotes all isolated clusters and tracks
that pass the above criteria. This vector is then trans-
lated into the CM frame. There is no mass assumption
used for the charged particles. The energy component,
E

⇤
incl., is set to the experiment dependent beam energies

through E
⇤
beam =

p
s/2.

We find that the resolutions of the kinematic variables
are 0.020 for w, 0.038 for cos ✓`, 0.044 for cos ✓V and 0.210
for �. Based on these resolutions, and the available data
sample, we split each distribution into 10 equidistant bins
for the |Vcb| and form factor fits.

A. Fit to the CLN Parameterisation

We perform a binned �
2 fit to determine the follow-

ing quantities in the CLN parameterisation: the product
F1|Vcb|, and the three parameters ⇢

2, R1(1) and R2(1)
that parameterise the form factors. We use a set of one-
dimensional projections of w, cos ✓`, cos ✓V and �. This
reduces complications in the description of the six back-
ground components and their correlations across four di-
mensions. This approach introduces finite bin to bin cor-
relations that must be accounted for in the �

2 calculation.
We choose equidistant binning in each kinematic ob-

servable, as described above, and set the ranges accord-
ingly to their kinematically allowed limits. The exception
is w: while the kinematically allowed range is between 1
and 1.504, we restrict this to between 1 and 1.50 such
that we can ignore the finite mass of the lepton in the
interaction.

The number of expected events in a given bin i,
N

theory
i , is given by

N
theory
i = NB0B(D⇤+

! D
0
⇡
+)

⇥B(D0
! K

�
⇡
+)⌧B0�i , (18)

Reconstruct ROE  
to estimate Bsig0  

momentum

⃗p Bsig
= − ⃗p incl

w ⇠ q2 = (pB � pD⇤)2

6

The three angular variables are depicted in Fig.3 and are
defined as follows:

• ✓`: the angle between the D
⇤ and the lepton, de-

fined in the rest frame of W boson.

• ✓v: the angle between the D
0 and the D

⇤, defined
in the rest frame of D

⇤ meson.

• �: the angle between the two planes formed by the
decays of the W and the D

⇤ meson, defined in the
rest frame of the B

0 meson.
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B
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$
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$
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D0

l

Figure 2.3: [B ! D
⇤
`⌫ decay geometry] Geometry of B ! D

⇤
`⌫ decays.

The di�erential decay rate is given by

d�(B�D⇤`�)
dwdcos�V dcos�`d� =

3G2
F

4(4�)4 |Vcb|
2mBm2

D⇤

p
w2 � 1(1 � 2wr + r2)⇥

[(1 � cos�`)2sin2�V |H+(w)|2

+(1 + cos�`)2sin2�V |H�(w)|2

+4sin2�`cos2�V |H0(w)|2

�4sin�`(1 � cos�`)sin�V cos�V cos�H+(w)H0(w)

+4sin�`(1 + cos�`)sin�V cos�V cos�H�(w)H0(w)

�2sin2�`sin
2�V cos2�H+(w)H�(w)]

where Hi(w) are called the helicity form factors. These form factors are related to

another set of form factors, hV (w), hA1(w), hA2(w) and hA3(w), as follows.

Hi = �mB
R(1 � r2)(w + 1)

2
p

1 � 2wr + r2
hA1(w) �Hi(w) (2.19)

where �Hi(w) are given by

�H±(w) =
�

1�2wr+r2

1�r

�
1 ⌥

�
w�1
w+1R1(w)

�

�H0(w) = 1 + w�1
1�r (1 � R2(w))

(2.20)

FIG. 3. Definition of the angles ✓`, ✓v and � for the decay
B0 ! D⇤�`+⌫`.

IV. SEMILEPTONIC DECAYS

In the massless lepton limit, the di↵erential decay rate
of B ! D

⇤
`⌫ decays is given by [2]

d�(B̄ ! D
⇤
`⌫`)

dwd cos ✓`d cos ✓V d�
=

⌘
2
EW3mBm

2
D⇤

4(4⇡)2
G

2
F |Vcb|

2
p

w2 � 1(1 � 2wr + r
2)

�
(1 � cos ✓`)

2 sin ✓
2
V H

2
+ + (1 + cos ✓

2
` )

2 sin ✓
2
V H

2
�

+4 sin ✓
2
` cos ✓

2
V H

2
0 � 2 sin ✓

2
` sin ✓

2
V cos 2�H+H�

�4 sin ✓`(1 � cos ✓`) sin ✓V cos ✓V cos �H+H0

+4 sin ✓`(1 + cos ✓`) sin ✓V cos ✓V cos �H�H0} , (4)

where r = mD⇤/mB , GF = (1.6637 ± 0.00001) ⇥

10�5~c2GeV
�2 and ⌘EW is a small electroweak correc-

tion (equal to 1.006 in Ref. [13]).

A. The CLN Parameterisation

The helicity amplitudes H±,0 in Eq. 4 are given in
terms of three form factors. In the Caprini-Lellouch-
Neubert (CLN) parameterisation [2] one writes these ex-
pressions in terms of the form factor hA1(w) and the form

factor ratios R1,2(w). They are defined as follows.

hA1(w) = hA1(1)
⇥
1 � 8⇢

2
z + (53⇢

2
� 15)z2

�(231⇢
2

� 91)z3
⇤
,

R1(w) = R1(1) � 0.12(w � 1) + 0.05(w � 1)2,

R2(w) = R2(1) � 0.11(w � 1) � 0.06(w � 1)2, (5)

where z = (
p

w + 1�
p

2)/(
p

w + 1+
p

2), and there are
four independent parameters in total. After integrating
over the angles, the w distribution is proportional to

F(w) =h
2
A1

(w)

✓
1 + 4

w

w + 1

1 � 2wr + r
2

(1 � r2)

◆�1


2
1 � 2wr + r

2

(1 � r)2

✓
1 + R

2
1(w)

w � 1

w + 1

◆
+

✓
1 + (1 � R2(w))

w � 1

1 � r

◆2
#

. (6)

B. The BGL Parameterisation

A more general parameterisation comes from Boyd,
Grinstein and Lebed (BGL) [3], recently used in Refs. [14,
15]. In their approach, the helicity amplitudes Hi are
given by

H0(w) = F1(w)/
p

q2 ,

H±(w) = f(w) ⌥ mBmD⇤

p
w2 � 1g(w) . (7)

The relation between the form factors in the BGL and
CLN notations are

f =
p

mBmD⇤(1 + w)hA1 ,

g = hV /
p

mBmD⇤ ,

F1 = (1 + w)(mB � mD⇤)
p

mBmD⇤A5 , (8)

and

R1(w) = (w + 1)mBmD⇤
g(w)

f(w)
,

R2(w) =
w � r

w � 1
�

F1

mB(w � 1)f1(w)
. (9)

The three BGL form factors can be written as a series in
z,

f(z) =
1

P1+(z)�f (z)

1X

n=0

a
f
nz

n
,

F1(z) =
1

P1+(z)�F1(z)

1X

n=0

a
F1
n z

n
,

g(z) =
1

P1�(z)�g(z)

1X

n=0

a
g
nz

n
. (10)

In these equations the Blaschke factors, P1±, are given
by

P1±(z) =
nY

P=1

z � zP

1 � zzP
, (11)
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Alternative Reconstruction Methods

FIG. 8. The B meson is likely to lie on the position where it minimizes the di↵erence to
~pCM

inclusive
.

6.3. Approach combining diamond frame and ROE433

Both of these methods can readily be combined: the combination is based on the434

diamond frame but uses a modified weighting function based on the ROE direction.435

The cosine of the angle between the chosen B direction and the ~pinclusive is p̂inclusive ·p̂B,436

where bp represents the unit vector of the momentum. A smaller angle (smaller437

di↵erence) leads to a larger cosine. Therefore we apply an additional factor for the438

weight based on the ROE momentum direction bpROE. The full weight for each chosen439

direction is440

w̃i =
1

2
(1 + p̂inclusive · p̂B) sin2

✓B =
1

2
(1� p̂ROE · p̂B) sin2

✓B (22)

with bpB denoting the normalized direction of the B meson from a given direction on441

the cone.442

6.4. Comparison of the above three methods443

To compare the performance of the three approaches we compare their respective444

resolution: The distributions of the residual for di↵erent approaches are compared in445

Fig. 9. The ROE method has typically a better core resolution, but also the longest446

tails.447

To choose the best method, we check both the median and percentiles of these448

residuals. The medians are summarized in Table V. Inspired by the 68-95-99.7 rule449

(also known as the empirical rule) in statistics saying that the percentage of values450

that lie within an interval estimate in a normal distribution: 68.27%, 95.45% and451

26

FIG. 9. The residual of the generated and reconstructed values of the kinematic variables
w, cos ✓`, cos ✓V and �. The three compared methods are: diamond frame, ROE, and the
combined approach.

99.73% of the values lie within one, two and three standard deviation respectively,452

we extract the 15.865% and 84.135% percentiles of the residuals. The results are453

listed in table VI. 68.27% events should accumulate around the median between the454

two percentiles.455

Variables Diamond frame ROE Combined method

w 0.00245162 0.0010726 0.0010175

cos ✓` -0.00802267 -0.00570068 -0.00517834

cos ✓V 0.00377864 0.00384808 0.00383872

� -0.0073899 0.00038576 -0.00100613

TABLE V. The medians of the residuals of w, cos ✓`, cos ✓V and � reconstructed using
di↵erent methods.

27

Can exploit that the B meson lies on a cone, 
whose opening angle is fully determined by 

properties of visible particles:

cos θB,D*ℓ =
2EBED*ℓ − m2

B − m2
D*ℓ

2 |pB | |pDℓ |

(EB, px
B, py

B, pz
B) = ( s /2, |pB |sin θBY cos ϕ, |pB |sin θBY sin ϕ, |pB |cos θBY)

Can use this to estimate B meson direction 
building a weighted average on the cone

with weights according to  with 
denoting the polar angle 


(following the angular distribution of  )

wi = sin2 θi θ

Υ(4S) → BB̄

One can also combine both estimates
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FIG. 4. Result of the fits to the (cos ✓B,D⇤`, �m, p`) distributions in the e mode (left) and µ mode (right). The bin boundaries
are discussed in the text. The points with error bars on-resonance data. Where not shown, the uncertainties are smaller
than the black markers. The histograms are, top to bottom, the signal component, B ! D⇤⇤`⌫ background, signal correlated
background, uncorrelated background, fake ` component, fake D⇤ component and continuum background.

where NB0 is the number of B
0 mesons in the data sam-

ple, B(D⇤+
! D

0
⇡
+) and B(D0

! K
�

⇡
+) are the D

⇤

and D branching ratios into the final state studied in
this analysis, ⌧B0 is the B

0 lifetime, and �i is the width
obtained by integrating the CLN theoretical expectation
within the corresponding bin boundaries. The expected
number of events, N

exp.
i , must take into account finite

detector resolution and e�ciency,

N
exp.
i =

40X

j=1

(Rij✏jN
theory
j ) + N

bkg
i , (19)

where ✏j is probability that an event generated in bin j is
reconstructed and passes the analysis selection criteria,
and Rij is the detector response matrix (the probability

that an event generated in bin j is observed in bin i).
N

bkg
i is the number of expected background events as

constrained from the total background yield fit.
In the nominal fit we use the following �

2 function
based on a forward folding approach:

�
2 =

X

i,j

�
N

obs
i � N

exp
i

�
C

�1
ij

�
N

obs
j � N

exp
j

�
, (20)

where N
obs
i are the number of events observed in bin i of

our data sample, and C
�1
ij is the inverse of the covariance

matrix. The covariance matrix is the variance-covariance
matrix whose diagonal elements are the variances and the
o↵-diagonal elements are the covariance of the elements
from the i

th and j
th positions. The covariance is calcu-
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FIG. 4. Result of the fits to the (cos ✓B,D⇤`, �m, p`) distributions in the e mode (left) and µ mode (right). The bin boundaries
are discussed in the text. The points with error bars on-resonance data. Where not shown, the uncertainties are smaller
than the black markers. The histograms are, top to bottom, the signal component, B ! D⇤⇤`⌫ background, signal correlated
background, uncorrelated background, fake ` component, fake D⇤ component and continuum background.
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this analysis, ⌧B0 is the B

0 lifetime, and �i is the width
obtained by integrating the CLN theoretical expectation
within the corresponding bin boundaries. The expected
number of events, N

exp.
i , must take into account finite

detector resolution and e�ciency,
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exp.
i =

40X
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(Rij✏jN
theory
j ) + N
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where ✏j is probability that an event generated in bin j is
reconstructed and passes the analysis selection criteria,
and Rij is the detector response matrix (the probability

that an event generated in bin j is observed in bin i).
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i is the number of expected background events as
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SignalSignal
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SL D**
Other B Backgrounds

Fake leptons

Fake D*Continuum

ΔM = mD* − mD
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cos θB,D*ℓ =
2EBED*ℓ − m2

B − m2
D*ℓ

2 | ⃗p B | | ⃗p D*ℓ |

3 Variables used:

PreliminaryPreliminary
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FIG. 5. Results of the fit with the CLN form factor parameterisation. The results from the SVD1 and SVD2 samples are
added together. The electron modes are on the left and muon modes on the right. The points with error bars are the on-
resonance data. Where not shown, the uncertainties are smaller than the black markers. The histograms are, top to bottom,
the signal component, B ! D⇤⇤ background, signal correlated background, uncorrelated background, fake ` component, fake
D⇤ component and continuum.

ing a normal distribution. The entire analysis is repeated
for each pseudo-experiment and the spread on each mea-
sured observable is taken as the systematic error.

The parameters varied are split into two categories,

those that a↵ect only the normalisation, and those that
a↵ect the di↵erentials (shapes). We first list the latter
contributions.

• The tracking e�ciency corrections for low momen-
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FIG. 5. Results of the fit with the CLN form factor parameterisation. The results from the SVD1 and SVD2 samples are
added together. The electron modes are on the left and muon modes on the right. The points with error bars are the on-
resonance data. Where not shown, the uncertainties are smaller than the black markers. The histograms are, top to bottom,
the signal component, B ! D⇤⇤ background, signal correlated background, uncorrelated background, fake ` component, fake
D⇤ component and continuum.

ing a normal distribution. The entire analysis is repeated
for each pseudo-experiment and the spread on each mea-
sured observable is taken as the systematic error.

The parameters varied are split into two categories,

those that a↵ect only the normalisation, and those that
a↵ect the di↵erentials (shapes). We first list the latter
contributions.

• The tracking e�ciency corrections for low momen-
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Overview

Vqb
W −

−

ν̄
b

qu

u

Inclusive  |Vcb |

Operator Product Expansion (OPE)

Established approach: Use spectral moments (hadronic mass moments, lepton energy 
moments etc.) to determine non-perturbative matrix elements (ME) of OPE and extract |Vcb| 

Bad news: number of these matrix elements increases if one increases expansion in 1/mb,c

Inclusive Decays

Heavy Quark Expansion (HQE): pb = mbv + k

Observables can be written as:

d� = d�0 + d�µfi

µ2
fi

m2
b
+ d�µG

µ2
G

m2
b
+ d�flD

fl3
D

m3
b
+ d�flLS

fl3
LS

m3
b
+ . . .

d�i are computed perturbatively
The non-perturbative dynamics is enclosed into
the HQE parameters: µfi, µG , flD, flLS ≥ ÈB| b̄v iDµ . . . iD‹�µ...‹bv |BÍ
HQE parameters are extracted from data.

[Reviews:
Benson, Bigi, Mannel, Uraltsev, 2003
Dingfelder, Mannel 2016]

2 / 7
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Spectral Moment Fit from HFLAV (Kinetic scheme)
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State-of-the-art 5

(a)

(b)

FIG. 3. Total partonic decay rate in the kinetic (a) and 1S
scheme (b) as a function of the renormalization scale µs. See
text for details. Note that the normalization chosen for the y
axis is scheme independent.

N3LO. Fig 3(b) shows the corresponding results for the
1S scheme where mc is defined via a HQET relation.

The total partonic rate in the kinetic and in the 1S
scheme di↵er for the following reason. Higher power cor-
rections are not included in our partonic b ! c`⌫̄` predic-
tion. In particular the kinetic scheme absorbs µ2/m2

b and
µ3/m3

b terms from the redefinition of µ2
⇡ and ⇢3D, while in

the 1S scheme we neglect higher 1/mb and 1/mc power
corrections when expressing the charm mass in terms of
meson masses within HQET. Only the B ! Xc`⌫̄` total
rate predictions can be compared.

In general the large-�0 terms provide dominant contri-
butions. However, in all cases the remaining terms are
not negligible and often have a di↵erent sign. In the ki-
netic scheme where the charm quark is renormalized in
the MS scheme the remaining contributions are numeri-

FIG. 4. The third-order coe�cient to�q introduced in Eq. (1)
as a function of me/mµ.

cally even bigger than the large-�0 terms.
It is impressive that the expansion in � shows a good

converge behaviour even for � ! 1 which corresponds to
a massless daughter quark. This allows us to extract the
coe�cient X3 for the decay b ! u`⌫̄. A closer look to
the �10, �11, and �12 terms in Fig. 2 indicates that the
convergence is quite slow for ⇢ ! 0. As central value
for the three-loop prediction we use our approximation
based on the �12 term and estimate the uncertainty from
the behaviour of the one- and two-loop [66, 67] results for
⇢ = 0, where the exact results are known. Incorporating
expansion terms up to order �12 we observe a deviation
of about 3.5% whereas the �12 terms amount to less than
1%, both at one and two loops. At three loops the �12

term amounts to about 2%. We thus conservatively esti-
mate the uncertainty to 10% which leads to

Xu
3
⇡ �202± 20 . (10)

In this result the contributions with closed charm loops
are approximated with mc = 0.
In the remaining part of this paper we specify our re-

sults to QED and study the corrections to the muon de-
cay. A comprehensive review of the various correction
terms is given in Ref. [42] where �q in Eq. (1) is param-
eterized as

�q =
X

i�0

�q(i) . (11)

�q(0) is given by X0 � 1 (see Eq. (4)) with ⇢ = me/mµ

and �q(1) [41] and �q(2) [67, 68] are easily obtained af-
ter specification of the QCD colour factors to their QED
values (see Ref. [42] for analytic results). We introduce
�q(3) = (↵(mµ)/⇡)3X

µ
3
, where ↵(mµ) is the fine struc-

ture constant in the MS scheme [42]. In Fig. 4 we show
the third-order coe�cient Xµ

3
for 0  ⇢  0.3. At

the physical point me/mµ ⇡ 0.005 the convergence be-
haviour is similar to QCD. We estimate Xµ

3
using the

same approach as for Xu
3
and examine the one- and two-

loop behaviour. Up to an overall factor CF the one-loop

Fantastic progress on the theory side: 
semileptonic rate @ N3LO!

2

(a) (b)

(c) (d)

(e) (f)

FIG. 1. Sample Feynman diagrams which contribute to the
forward scattering amplitude of a bottom quark at LO (a),
NLO (b), NNLO (c) and N3LO (d-f). Straight, curly and
dashed lines represent quarks, gluons and leptons, respec-
tively. The weak interaction mediated by the W boson is
shown as a blob.

compute for the first time ↵3 corrections to �q by spec-
ifying the colour factors of our b ! c`⌫̄ result to QED
and taking the limit mc ! 0. This allows for the deter-
mination of the third-order coe�cient with an accuracy
of 15%.

II. CALCULATION

We apply the optical theorem and consider the forward
scattering amplitude of a bottom quark where at leading
order the two-loop diagram in Fig. 1(a) has to be consid-
ered. It has a neutrino, a lepton and a charm quark as
internal particles. The weak interaction is shown as an
e↵ective vertex. Our aim is to consider QCD corrections
up to third order which adds up to three more loops.
Some sample Feynman diagrams are shown in Fig. 1(b-
f).

The structure of the Feynman diagrams allows the in-
tegration of the massless neutrino-lepton loop which es-
sentially leads to an e↵ective propagator raised to an ✏-
dependent power, where d = 4� 2✏ is the space-time di-
mension. The remaining diagram is at most of four-loop
order.

From the technical point of view there are two basic
ingredients which are crucial to realize our calculation.
First, we perform an expansion in the di↵erence between
the bottom and charm quark mass. It has been shown
in Ref. [27] that the expansion converges quite fast for
the physical values of mc and mb. Second, we apply the
so-called method of regions [44, 45] and exploit the simi-
larities to the calculation of the three-loop corrections to

the kinetic mass [46].
The method of regions [44, 45] leads to two possible

scalings for each loop momentum kµ

• |kµ| ⇠ mb (h, hard)

• |kµ| ⇠ � ·mb (u, ultra-soft)

with � = 1 �mc/mb. We choose the notion “ultra-soft”
for the second scaling to stress the analogy to the cal-
culation of the relation between the pole and the kinetic
mass of a heavy quark, see [46, 47]. Note that the mo-
mentum which flows through the neutrino-lepton loop,
`, has to be ultra-soft since the Feynman diagram has
no imaginary part if ` is hard since the corresponding
on-shell integral has no cut.
Let us next consider the remaining (up to three) mo-

mentum integrations which can be interpreted as a four-
point amplitude with forward-scattering kinematics and
two external momenta: ` and the on-shell momentum
p2 = m2

b . This is in close analogy to the scattering ampli-
tude of a heavy quark and an external current considered
in Ref. [46]. In fact, at each loop order each momentum
can either scale as hard or ultra-soft:

O(↵s) h, u

O(↵2
s) hh, hu, uu

O(↵3
s) hhh, hhu, huu, uuu

Note that all regions where at least one of the loop mo-
menta scales ultra-soft leads to the same integral families
as in Ref. [46, 47]. The pure-hard regions were absent
in [46, 47]; they lead to (massive) on-shell integrals.
At this point there is the crucial observation that the

integrands in the hard regions do not depend on the loop
momentum `. On the other hand, the ultra-soft integrals
still depend on `. However, for each individual integral
the dependence of the final result on ` is of the form

(�2p · `+ 2�)↵ (2)

with known exponent ↵. This means that it is always
possible to perform in a first step the ` integration which
is of the form

Z
dd`

`µ1`µ2 · · ·

(�2p · `+ 2�)↵(�`2)�
. (3)

A closed formula for such tensor integrals with arbitrary
tensor rank and arbitrary exponents ↵ and � can easily
be obtained from the formula provided in Appendix A
of Ref. [45]. We thus remain with the loop integrations
given in the above table. Similar to Eq. (3) we can in-
tegrate all one-loop hard or ultra-soft loops which leaves
us with pure hard or pure ultra-soft contributions up to
three loops.
A particular challenge of our calculation is the high

expansion depth in �. We perform an expansion of all
diagrams up to �12. This leads to huge intermediate ex-
pressions of the order of 100 GB. Furthermore, for some
of the scalar integrals individual propagators are raised

Renormalization scale
SL

 R
at

e

Kinetic Scheme

LO

NLO

NNLO N3LO

M. Fael, K. Schönwald, M. Steinhauser

[Phys.Rev.D 104 (2021) 1, 016003, arXiv:2011.13654]
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mkin
b mc(2GeV) µ2

⇡ ⇢3D µ2
G(mb) ⇢3LS BRc`⌫ 103|Vcb|

4.573 1.092 0.477 0.185 0.306 -0.130 10.66 42.16

0.012 0.008 0.056 0.031 0.050 0.092 0.15 0.51

1 0.307 -0.141 0.047 0.612 -0.196 -0.064 -0.420

1 0.018 -0.010 -0.162 0.048 0.028 0.061

1 0.735 -0.054 0.067 0.172 0.429

1 -0.157 -0.149 0.091 0.299

1 0.001 0.013 -0.225

1 -0.033 -0.005

1 0.684

1

TABLE I. Results of the updated fit in our default scenario (µc = 2GeV, µb = mkin
b /2). All parameters are in GeV at the

appropriate power and all, except mc, in the kinetic scheme at µ = 1GeV. The first and second rows give central values and
uncertainties, the correlation matrix follows.

UPDATING THE SEMILEPTONIC FIT

Despite ongoing analyses of the q2 and MX -moments at Belle and Belle II [31, 32], no new experimental result on
the semileptonic moments has been published since the 2014 fit [4]. On the other hand, new lattice determinations
of mb and mc have been presented, improving their precision by roughly a factor 2. We use the FLAG 2019 averages
[17] with Nf = 2 + 1 + 1 for mb and mc,

mc(3GeV) = 0.988(7)GeV,

mb(mb) = 4.198(12)GeV, (7)

which correspond to mc(2GeV) = 1.093(8) and mkin
b (1GeV) = 4.565(19)GeV, where for the latter we have used

option B of [3] for the definition of mkin
b . We now repeat the 2014 default fit with both these constraints, slightly

updating the theoretical uncertainty estimates. In view of the small impact of the O(1/m4
b , 1/m

5) and O(↵s⇢3D)
corrections discussed in the previous section, we reduce the theoretical uncertainties used in the fit to the moments
with respect to Ref. [4]. In particular, we consider a 20%, instead of a 30%, shift in ⇢3D and ⇢3LS , and reduce to 4 MeV
the safety shift in mc,b. For all of the other settings and for the selection of experimental data we follow Ref. [4].

While the central values of the fit are close to those of 2014, the uncertainty on mkin
b (mc(3GeV)) decreases from

20(12) to 12(7) MeV, and we get |Vcb| = 42.39(32)th(32)exp(25)� 10�3 with �2
min/dof = 0.46. The very same fit

performed with µc = 2GeV and µb = mkin
b /2 gives

|Vcb| = 42.16(30)th(32)exp(25)� 10�3 (8)

with �2
min/dof = 0.47 and we neglect the very small shift due to the O(↵s⇢3D) correction to �sl. This is our new

reference value and in Table I we display the complete results of this fit.

Let us now comment on the interplay between the fit to the moments and the use of Eq. (1). First, we observe
that the fit to the moments is based on an O(↵2

s) calculation [20, 33–36] without O(↵s⇢3D) contributions, and that
the lower precision in the calculation of the moments with respect to the width inevitably a↵ects the determination of
|Vcb|. This is clearly visible in Eq. (6), where the theoretical component of the error is larger than the residual theory
error associated with the width. However, only a small part of that uncertainty is related to the purely perturbative
corrections, which are relatively suppressed in some semileptonic moments but sizeable in �sl, as we have seen above.
In other words, an O(↵3

s) calculation of the moments is unlikely to improve the precision of the fit significantly, and
the inclusion of O(↵3

s) corrections only in �sl is perfectly justified. On the other hand, an O(↵s/m3
b) calculation of the

moments can have an important impact on the |Vcb| determination. This is because the semileptonic moments, and
the hadronic central moments in particular, are highly sensitive to the OPE parameters. Since the power correction
related to ⇢3D amounts to about 3% percent in Eq. (1), an O(↵s) shift on ⇢3D induced by perturbative corrections to
the moments can have a significant impact in the determination of |Vcb|. Our estimates of the theoretical uncertainties
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Updated inclusive fit to  moments:⟨Eℓ⟩, ⟨MX⟩

M. Bordone, B. Capdevila, P. Gambino

[Phys.Lett.B 822 (2021) 136679, arXiv:2107.00604]

!Δ |Vcb | / |Vcb | = 1.2 %

See also [Phys.Lett.B 829 (2022) 137068, 2202.01434] for very recent 1S fit finding |Vcb | = (42.5 ± 1.1) × 10−3



Spectral moments :

→ Number of ME reduce by exploiting reparametrization 
invariance, but not true for every observable


Bad news: number of these matrix elements increases if one increases expansion in 1/mb,c

Inclusive Decays

Heavy Quark Expansion (HQE): pb = mbv + k

Observables can be written as:

d� = d�0 + d�µfi

µ2
fi

m2
b
+ d�µG

µ2
G

m2
b
+ d�flD

fl3
D

m3
b
+ d�flLS

fl3
LS

m3
b
+ . . .

d�i are computed perturbatively
The non-perturbative dynamics is enclosed into
the HQE parameters: µfi, µG , flD, flLS ≥ ÈB| b̄v iDµ . . . iD‹�µ...‹bv |BÍ
HQE parameters are extracted from data.

[Reviews:
Benson, Bigi, Mannel, Uraltsev, 2003
Dingfelder, Mannel 2016]
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Innovative idea from [JHEP 02 (2019) 177, arXiv:1812.07472] 

(M. Fael, T. Mannel, K. Vos)

 Momentsw = (mBv − q)2 ⇒ ⟨Mn
X⟩

 Momentsw = v ⋅ pℓ ⇒ ⟨En
ℓ⟩

 Momentsw = q2 ⇒ ⟨(q2)n⟩

not RPI (depends on )v

RPI! (does not depend on )v

not RPI (depends on )v

⟨Mn[w]⟩ = ∫ dΦ wn(v, pℓ, pν) Wμν Lμν

v = pB /mB



Measurements of Lepton Mass squared moments in inclusive 
 Decays with the Belle II Experiment  

[Under review by PRD, arXiv:2205.06372]
B → Xcℓν̄ℓ

BelleBelle

Measurements of  moments of inclusive  decays with 
hadronic tagging [PRD 104, 112011 (2021), arXiv:2109.01685]

q2 B → Xcℓν̄ℓ

Belle

→ Number of ME reduce by exploiting reparametrization 
invariance, but not true for every observable


Bad news: number of these matrix elements increases if one increases expansion in 1/mb,c

Innovative idea from [JHEP 02 (2019) 177, arXiv:1812.07472] 

(M. Fael, T. Mannel, K. Vos)

Inclusive Decays

Heavy Quark Expansion (HQE): pb = mbv + k

Observables can be written as:

d� = d�0 + d�µfi

µ2
fi

m2
b
+ d�µG

µ2
G

m2
b
+ d�flD

fl3
D

m3
b
+ d�flLS

fl3
LS
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+ . . .

d�i are computed perturbatively
The non-perturbative dynamics is enclosed into
the HQE parameters: µfi, µG , flD, flLS ≥ ÈB| b̄v iDµ . . . iD‹�µ...‹bv |BÍ
HQE parameters are extracted from data.

[Reviews:
Benson, Bigi, Mannel, Uraltsev, 2003
Dingfelder, Mannel 2016]
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How to measure spectral moments
Key-technique: hadronic tagging

Can identify Xc 
constituents

q2 = (psig − pXc)
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FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.

Hadronic Tagging

with Belle II algorithm (FEI)

[Full Event Interpretation, T. Keck et al,

Comp. Soft. Big. Sci 3 (2019), 
arXiv:1807.08680]
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The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.

Improved Hadronic Tagging

using Belle II algorithm 

(ca. 2 times more efficient)

[Full Event Interpretation, T. Keck et al,

Comp. Soft. Big. Sci 3 (2019), 
arXiv:1807.08680]
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FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.

constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.

Use kinematic fit 
to improve 
resolution on q2
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The lepton mass squared is reconstructed as

q2reco = (p⇤Bsig
� p⇤X)2 , (9)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). To improve the resolution

of q2reco, we exploit the known kinematics of the e+ e�

collision and fit for the four-momenta of Btag, X, `, and
⌫`. We construct a �2 function for each candidate of the
form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean

hq2ni =

PNdata
i w(q2reco,i)⇥ q2ncalib,iPNdata

j w(q2reco,j)
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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FIG. 4. MX and q2reco spectra with B ! Xc ` ⌫̄` and back-
ground components normalized to the results of the MX fits
are shown for q2reco > 1.5GeV2/c40.

granularity than used in the fit. The agreement is fair
and the p value from a �2 test for the q2reco distribution
in the range of 1.5� 15GeV2/4 is 30%.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2reco via

wi(q
2
reco) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

with ni the observed events in bin i of q2reco. Further, f̃i
are the fractions of events for a given background cat-
egory estimated from the simulation, and ⌘̃ denote the
sum of the number of background events from the MX

fits.
We calculate a continuous signal probability w(q2reco)

by interpolating the binned distribution with smoothed
cubic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2reco)
increases towards large q2reco.

FIG. 5. Binned signal probability wi for q2reco > 1.5GeV2/c40
together with a smoothed cubic-spline fit (dark red). In addi-
tion, variations of the signal spline fit (light red) determined
with bootstrap replicas are shown.

B. q2
Calibration

The q2reco distribution is calibrated exploiting the linear
relationship between reconstructed and generated mo-
ments. Figure 6 shows the linear relationship for sim-
ulated events for the first moment and as functions of q2
threshold between the reconstructed and true q2 distri-
bution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
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FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.



#

6

The lepton mass squared is reconstructed as

q2reco = (p⇤Bsig
� p⇤X)2 , (9)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). To improve the resolution

of q2reco, we exploit the known kinematics of the e+ e�

collision and fit for the four-momenta of Btag, X, `, and
⌫`. We construct a �2 function for each candidate of the
form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean

hq2ni =

PNdata
i w(q2reco,i)⇥ q2ncalib,iPNdata

j w(q2reco,j)
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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Exploit linear dependence 
between rec. & true moments

q2m
cal i = (q2m

reco i − c)/m
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FIG. 6. The linear calibration function for the first moment.
The first moments are shown as a function of the minimum
q2 requirement on the reconstructed and true underlying q2

distributions.

determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the re-
constructed and generated q2 threshold. The Cgen fac-
tors vary between 0.90 and 1.00 with lower q2 selection
threshold values tending to have more sizeable correc-
tions. More details on the event-wise calibration can be
found in Appendix C.

C. Closure Tests & Stability Checks

We use simulated samples to test the robustness of
measurement method and the background subtraction.
Closure tests are carried out with ensembles built from
independent simulated samples. We observe small devi-
ations of 0.01% to 0.66% caused by imperfections in the
interpolation of w(q2reco) in the extracted q2 moments.
This deviation is treated as a systematic uncertainty, see
Section V.

We also test the impact of systematically altered gen-
erated q2 shapes for B ! Xc ` ⌫̄`. The altered shapes
are obtained by completely removing the non-resonant
B ! Xc ` ⌫̄` contributions or by applying scaling factors
of 2 or 0.5 to the dominant B ! D ` ⌫̄` or B ! D⇤ ` ⌫̄`
contributions. These variations are significantly outside
of the quoted uncertainties of Table I. The moments of
the samples with the altered generated q2 shapes are mea-
sured with the nominal B ! Xc ` ⌫̄` composition and the
observed biases are well within the assigned uncertain-
ties.

The consistency of the measurement for electron and
muon final states is checked by separately determining
the moments; we find good agreement.

V. SYSTEMATIC UNCERTAINTIES

Several systematic uncertainties affect the q2 moments.
Their sources can be grouped into two categories. The
first consists of systematic uncertainties originating from
background subtraction. The fit to the MX distribu-
tion assumes the composition of B ! Xc ` ⌫̄` and relies
on data-driven corrections. These and other uncertain-
ties affect w(q2reco) and must be propagated to the mo-
ments. The second category of uncertainties is related
to assumptions when calibrating the moments. Model-
ing of B ! Xc ` ⌫̄` and of the Belle II detector affects
the calibration function and the calibration factors. To
assess the effect of each uncertainty source, we derive al-
ternative sets of moments based on either a varied signal
probability function or modified calibration. The devi-
ation from the nominal result is used to estimate the
systematic uncertainty.

A. MX Fit and Background Subtraction

We include uncertainties from the signal and back-
ground compositions, MC statistics, and the data-driven
correction factors directly into the likelihood function of
the MX fit. This is achieved by introducing nuisance
parameters ✓ki for event category k and bin i, which are
constrained with multivariate gaussians in the likelihood.
The fraction of events is replaced in Eq. (14) by

fki + �ki✓kiP
j(fkj + �kj✓kj)

(19)

and �ki denotes the uncertainty on the fraction for event
category k and bin i.

The composition uncertainties of B ! Xc ` ⌫̄` are de-
termined with the branching fraction uncertainties listed
in Table I. We evaluate the uncertainties of the BGL
form-factor parameters for B ! D ` ⌫̄`, B ! D⇤ ` ⌫̄`
using a set of orthogonal parameter variations for each
decay. We include the uncertainty of the B ! Xu ` ⌫̄`
branching fraction from Ref. [35]. The efficiencies for
identifying or misidentifying leptons and hadrons are es-
timated from ancillary measurements. We assign a track
selection efficiency uncertainty of 0.69% per track on the
signal side.

We propagate uncertainties on PID and tracking ef-
ficiencies, the B ! Xu ` ⌫̄` branching fraction, and the
background yield obtained from the MX fit to wi(q

2
reco)

with all uncertainties varied according to a multivariate
Gaussian distribution. We repeat the analysis with var-
ied histograms and take the variation of the resulting
moments as the systematic uncertainties due to these
sources.

We study the impact of the choice of the smoothing
factor for the interpolation of the cubic splines used to
derive w(q2reco) and find it to be negligible.
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Appendix C: Calibration Factors Ccalib and Cgen

Figs. 12 and 13 show the calibration factors Ccalib and Cgen as functions of q2 threshold. The factors are determined
using independent simulated samples of signal B ! Xc ` ⌫̄` decays. The corrections from Ccalib are small, typically
below 2%, and correct deviations from the linear relationships between reconstructed and generated moments. The
corrections from Cgen decrease with the q2 threshold.

FIG. 12. Calibration factors Ccalib applied in the calculation of the first to fourth q2 moment.
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The lepton mass squared is reconstructed as

q2reco = (p⇤Bsig
� p⇤X)2 , (9)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). To improve the resolution

of q2reco, we exploit the known kinematics of the e+ e�

collision and fit for the four-momenta of Btag, X, `, and
⌫`. We construct a �2 function for each candidate of the
form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean

hq2ni =

PNdata
i w(q2reco,i)⇥ q2ncalib,iPNdata

j w(q2reco,j)
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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). To improve the resolution
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collision and fit for the four-momenta of Btag, X, `, and
⌫`. We construct a �2 function for each candidate of the
form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
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i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
constraints,
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B , (11)

and
⇣
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e
+
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� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean

hq2ni =

PNdata
i w(q2reco,i)⇥ q2ncalib,iPNdata

j w(q2reco,j)
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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FIG. 13. Calibration factors Cgen applied in the calculation of the first to fourth q2 moment.
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form
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where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: the four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following
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using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c40
to 2.65GeV2/c40 and the bias reduces from 3.43GeV2/c40
to 1.20GeV2/c40.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this informa-
tion and the shapes of backgrounds from simulation, an
event-wise signal probability w is constructed as a func-
tion of q2reco. Both steps are discussed in Section IVA.
We correct for acceptance and reconstruction effects by

applying an event-wise calibration q2reco ! q2calib and two
additional calibration factors Ccalib and Cgen, discussed in
Section IV B. The background-subtracted q2 moment of
order n is calculated as a weighted mean
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with sums over all events. For each reconstructed q2

threshold, the binned likelihood fit to MX is repeated
to update the event-wise signal probability weights. We
use thresholds in the range [1.5, 8.5]GeV2/4 in steps of
0.5GeV2/c40.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2reco.
We suppress this background by fitting the range with
MX > 0.5GeV/c20. To determine the number of back-
ground events in each of these channels as well as for
each reconstructed q2 threshold, we distinguish the fol-
lowing three event categories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
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where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the
fit is carried out in five MX bins. For each channel and
reconstructed q2 threshold, an adaptive binning is cho-
sen. The likelihood is numerically maximized using the
Minuit algorithm [50] in scikit-hep/iminuit [51].

The sample composition projections for
q2reco > 1.5GeV2/c40 are shown in Appendix A. The
MX and q2reco distributions with the fitted MC yields
are shown in Fig. 4 for q2reco > 1.5GeV2/c40 with finer
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FIG. 8. q2 moments (blue) as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.

FIG. 9. Central q2 moments as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.
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FIG. 7. Total (gray) and grouped (colored histograms) rela-
tive systematic uncertainties of the raw q2 moments as func-
tions of q2 threshold are shown.

B. Calibration of q2
Moments

The calibration curves depend on the composition and
modeling of B ! Xc ` ⌫̄`. We evaluate the impact
of the branching fraction uncertainties in B ! D`⌫̄`,
B ! D⇤`⌫̄`, and B ! D⇤⇤`⌫̄` by independently vary-
ing the branching fraction of each simulated compo-
nent by one standard deviation and determining the cor-
responding variations of the calibration functions and
calibration factors. To assess the effect of the poorly
known non-resonant and gap modes, calibration proce-
dures from two different approaches are compared. The
first model removes contributions from B ! D(⇤)⇡⇡`⌫̄`
and B ! D(⇤)⌘`⌫̄` decays. The second model replaces
them with decays to D⇤⇤ states (D⇤

0 and D0
1). Although

there is no experimental evidence for additional decays
of charm 1P states into other final states or the existence
of an additional broad state in semileptonic transitions,
this provides an alternative kinematic description of the
three-body decay, B ! D⇤⇤

gap `⌫̄`. We also evaluate the
sensitivity of the calibration functions and factors to the
B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄` BGL form-factor parame-
ters. For each orthogonal variation of the BGL parame-
ters we repeat the calibration.

Modeling of the photon and charged-particle multiplic-
ities directly affects the resolution on q2 and contributes
a systematic uncertainty caused by differences between
data and MC in how final-state particles are assigned to
the signal and tag side. We select a signal-enriched re-
gion by requiring MX < 3.0GeV/c20 and p⇤` > 1GeV/c0
and calculate correction factors for both multiplicities in-
dependently.

We observe differences between data and MC in
Emiss � |pmiss|. We parameterize the differences using
a smoothed cubic spline and correct MC events to eval-
uate the impact on the calibration.

We evaluate the uncertainty from the track finding ef-
ficiency and of PID efficiency on the calibration curves.

We propagate the statistical uncertainty on the param-
eters of the calibration function by varying the calibra-
tion curve parameters by one standard deviation. For the
calibration factors, we vary the statistical uncertainty on
Ccalib⇥Cgen within one standard deviation and repeat the
calculation of the q2 moments.

The deviation from the closure for the measurement
method discussed in Section IVC is assigned as an un-
certainty. Its size is subdominant for all moments.

C. Breakdown of the systematic uncertainties

Figure 7 shows the relative systematic uncertainty for
the raw moments. A more detailed breakdown of the rela-
tive systematic uncertainties is given in Appendix D. For
each moment, the total systematic uncertainty decreases
with increasing q2 threshold, whereas the statistical un-
certainty increases. At low q2 thresholds and for the first
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ities directly affects the resolution on q2 and contributes
a systematic uncertainty caused by differences between
data and MC in how final-state particles are assigned to
the signal and tag side. We select a signal-enriched re-
gion by requiring MX < 3.0GeV/c20 and p⇤` > 1GeV/c0
and calculate correction factors for both multiplicities in-
dependently.

We observe differences between data and MC in
Emiss � |pmiss|. We parameterize the differences using
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uate the impact on the calibration.

We evaluate the uncertainty from the track finding ef-
ficiency and of PID efficiency on the calibration curves.

We propagate the statistical uncertainty on the param-
eters of the calibration function by varying the calibra-
tion curve parameters by one standard deviation. For the
calibration factors, we vary the statistical uncertainty on
Ccalib⇥Cgen within one standard deviation and repeat the
calculation of the q2 moments.

The deviation from the closure for the measurement
method discussed in Section IVC is assigned as an un-
certainty. Its size is subdominant for all moments.
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the raw moments. A more detailed breakdown of the rela-
tive systematic uncertainties is given in Appendix D. For
each moment, the total systematic uncertainty decreases
with increasing q2 threshold, whereas the statistical un-
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and second moments, the q2reco resolution from mismod-
eling of the number of charged particles in the X system,
the B ! Xc ` ⌫̄` modeling, and the uncertainty from the
background subtraction are of similar size.

The branching fraction and BGL parameter uncertain-
ties of the resonant decays B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄`
are smaller than the uncertainty due to the composition
of the higher mass states of the Xc spectrum.

At high q2 thresholds, MC simulation statistics also
can be sizeable sources of uncertainty for the first and
second moments. For the third and fourth moments, the
dominant uncertainty at high q2 thresholds is from the
mismodeling of the number of charged particles in the X
system, followed by MC simulation statistics, and B !

Xc ` ⌫̄` modeling.

VI. RESULTS

The hq2ni moments for n = 1–4 are shown in Fig. 8 for
q2 thresholds ranging from 1.5GeV2/c40 to 8.5GeV2/c40
in 0.5GeV2/c40 increments. Numerical values are given
in Appendix D in Tables II to V. Moments with simi-
lar q2 thresholds are strongly correlated. The estimated
correlation coefficients are given in Appendix E.

Figure 8 also shows the moments calculated from the
simulated B ! Xc ` ⌫̄` sample constructed with the as-
sumptions described in Section II D. The simulated mo-
ments include uncertainties from the B ! Xc ` ⌫̄` com-
position and B ! D(⇤) ` ⌫̄` BGL-form-factor parameters.
We observe a fair agreement between measured and sim-
ulated moments. We compare the raw moments for each
order with the simulated moments using �2 tests. To
obtain numerically stable results, each test only includes
measurements with correlation below 95%. The resulting
p values range from 27% to 94%.

We calculate values for the central q2 moments by ex-
panding the binomial relation

h(q2 � hq2i)ni =
nX

j=0

✓
n

j

◆
(�1)n�j

hq2jihq2i
n�j

(20)

and applying the following non-linear transformation
0

BB@

hq2i
hq4i
hq6i
hq8i

1

CCA !

0

BB@

hq2i
h(q2 � hq2i)2i
h(q2 � hq2i)3i
h(q2 � hq2i)4i

1

CCA . (21)

The covariance matrix of the central moments C 0

is calculated using Gaussian uncertainty propagation
C 0 = J C J|. Here, J is the Jacobian matrix for the
transformation in Eq. (21).

Figure 9 shows the second, third, and fourth central
moments as functions of q2 threshold. The central mo-
ments are less correlated with each other than the raw

moments, but have larger variances. We observe negative
correlations between some of the central moments. The
full correlation matrix is given in Appendix F. Compar-
isons of the measured and simulated moments using �2

tests show p values greater than 98%.
The Belle Collaboration recently presented a measure-

ment similar to this one [14]. This work provides ad-
ditional new measurements of the raw and central q2

moments with comparable precision. We present mea-
surements starting at lower q2 thresholds of 1.5, 2.0, and
2.5GeV2/c40, which retain more information about the
inclusive Xc spectrum and allow for reductions of the
uncertainty on |Vcb|. We compare the overlapping mea-
surements of the raw moments from both analyses for q2
thresholds between 3.0 and 8.5GeV2/c40 using a �2 test
including again only measurements with different lower
q2 selections having an observed correlation below 95%.
The tests yield p values between 5% and 72%. Here, we
assumed the systematic uncertainties for the simulation
of the Xc spectrum are fully correlated between the Belle
and Belle II measurements.

VII. SUMMARY AND CONCLUSION

We measure the first to fourth moments of the q2 spec-
trum of B ! Xc ` ⌫̄` from 1.5 to 8.5GeV2/c40. The pre-
cise determinations of these moments are a crucial ex-
perimental input for determinations of |Vcb| and HQE
parameters, proposed by the authors of Ref. [12]. This
analysis probes up to 77% of the accessible B ! Xc ` ⌫̄`
phase space, improving on the measurement of Ref. [14],
and includes the experimentally challenging q2 region of
[1.5, 2.5]GeV2/4. The measured moments are also trans-
formed into central moments, which are less correlated,
but have larger variances than the raw moments.

The uncertainty for the q2 moments is dominantly
systematic, with the uncertainties from the background
yield and shape, composition of the Xc system, and the
simulated detector resolution dominating. A better un-
derstanding of the detector and backgrounds will lead to
a more precise determination of the q2 moments in the
future and will allow measurements with a q2 threshold
below 1.5GeV2/c40.

Recently, a first value of |Vcb| was determined using
this measurement: Ref. [54] finds

|Vcb| = (41.70± 0.69)⇥ 10�3 , (22)

which is in good agreement with other inclusive determi-
nations.

We provide numerical results and covariance matricess
on HEPData (https://www.hepdata.net).
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Appendix F: Correlation Coefficients of the Central Moments

The experimental correlation coefficients between the first raw moment and central moments and for the central
moments of different order are shown in Fig. 16. The central moments are less correlated and some moments show
anti-correlations.

FIG. 16. Correlations between hq2i and h(q2 � hq2i)ni for n = 2–4 and for central moments of different order.

11

FIG. 8. q2 moments (blue) as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.

FIG. 9. Central q2 moments as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.
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 from  mom.|Vcb | q2 F. Bernlochner, M. Fael, K. Olschwesky, E. Persson,

R. Van Tonder, K. Vos, M. Welsch [arXiv:2205.10274]

Extraction of  from  moments:|Vcb | q2

Figure 4: Fit projections for the central q2 moments as a function of the q
2 threshold,

combined with the measurement moments from both Belle and Belle II.

Figure 5: Comparison between Belle, Belle II and the combined fit for the correlation
between |Vcb| and ⇢

3

D. The crosses indicate the best-fit points.

For completeness, we also performed fits for di↵erent sets of ⇢mom and ⇢cut. The fit
results for Vcb, ⇢3D, r

4

E and r
4

G are given in Appendix C. These scans confirm the above
conclusion, that Vcb is stable against variations of ⇢mom and ⇢cut. A similar conclusion was
found in [10].
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h(q2)ni tree ↵s ↵
2

s ↵
3

s

Partonic 3 3

µ
2

G 3 3

⇢
3

D 3 3

1/m4

b 3

Included corrections

on the mom. predictions

|Vcb|⇥ 103 mb mc µ
2

G
µ
2

⇡ ⇢
3

D
r
4

G
r
4

E
⇥ 10 s

4

E
s
4

qB
s
4

B
⇢cut ⇢mom

Value 41.69 4.56 1.09 0.37 0.43 0.10 -0.12 0.04 -0.04 -0.02 0.04 0.05 0.10

Uncertainty 0.59 0.02 0.01 0.07 0.24 0.18 0.68 0.31 0.95 0.99 0.95 0.13 0.81

Table 5: Fit result including all 1/m4

b parameters with a Gaussian constraint with a mean
of zero and a standard deviation of one. All parameters are expressed in GeV at the
appropriate power.

Gaussian constraint (mean of zero, standard deviation one). The results of this fit is given in
Table 5. We observe no significant deviations from the default fit results. As expected, this
fit shows that the most sensitive O(1/m4

b) HQE parameters are r4G and r
4

E, since the post-fit
parameter uncertainties can be reduced. For the remaining O(1/m4

b) HQE parameters, no
significant uncertainty reduction is seen. Most importantly, we obtain exactly the same
Vcb value as from our default fit. Nevertheless, to be rather conservative, we do add an
additional uncertainty due to the neglected s

4

E, s
4

B and s
4

qB parameters. To assess this
additional uncertainty, we consider the e↵ect on |Vcb| by varying these parameters by ±1
GeV4. In total, we find an additional uncertainty of 0.23 · 10�3 on Vcb, dominated by the
contribution of s4E. Our final result is therefore

|Vcb| = (41.69± 0.59|fit ± 0.23|h.o.) · 10�3 = (41.69± 0.63) · 10�3
, (44)

where we have added the total fit uncertainty and the additional uncertainty from missing
higher orders in quadrature.

5 Conclusion and outlook

We have presented the first determination of Vcb from q
2 moments of the inclusive B !

Xc`⌫̄` spectrum based on [20]. These moments have the benefit that they depend on an RPI
reduced set of HQE parameters, requiring only 8 non-perturbative parameters up to order
1/m4

b . This opens the way to determination of Vcb including 1/m4

b terms based solely on
data. In this first determination, we are able to include two out of five 1/m4

b parameters. In
addition, we performed an in-depth analysis of the theoretical correlations for the moments
predictions, with a default scenario where these parameters are determined from data.

Using the recently measured q
2 moments from both Belle and Belle II, we find

|Vcb| = (41.69± 0.59|fit ± 0.23|h.o.) · 10�3 = (41.69± 0.63) · 10�3
, (45)

which has an incredible percent-level precision. Our new value present an independent cross-
check of previous inclusive Vcb determinations, using both new data and a new method. We
find good agreement with the previously obtained inclusive Vcb determination quoted in
(1) from [8] which was obtained from lepton-energy and hadronic invariant mass moments.
This shows once again that inclusive Vcb can be reliably obtained using the HQE and that

21

Two  

terms in fit

1/m4
b
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Measurement Strategies

R =
b ! q ⌧ ⌫̄⌧
b ! q `⌫̄`

` = e, µ

1. Leptonic or 
Hadronic 𝝉 decays?
Some properties (e.g. 𝝉 polarization) readily 
accessible in hadronic decays.

2. Albeit not necessarily a rare decay of O(%) in BF, TRICKY to 
separate from normalisation and backgrounds

Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated

Vqb

W
�

�

⌫̄

b

q

Vqb

W
�

�

⌫̄

b

q
u

u

* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
2
B , p

2
X , pB · pX

! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor

|Vqb|2 ⇥ �(B ! X ` ⌫̄`) = |Vqb|2 ⇥ G
2
F �0

h
f (q2)

i2

12 / 31

LHCb: Isolation criteria, displacement of 𝝉, kinematics

B-Factories: Full reconstruction of event (Tagging), matching topology, kinematics

Signal

Normalization
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3. Semileptonic decays at B-Factories 

Nice Illustration 

from C. Bozzi

Measurement Strategies

‣ e+/e- collision produces Y(4S) → BB 

‣ Fully reconstruct one of the two B-
mesons (‘tag’) → possible to assign all 
particles to either signal or tag B 

‣ Missing four-momentum (neutrinos) 
can be reconstructed with high precision


✓ Small efficiency (~0.2-0.4%) 
compensated by large integrated 
luminosity 

pmiss = (pbeam � pBtag � pD(⇤) � p`)

Nice Illustration 

from C. Bozzi
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Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.

• Small	(~10-3)	B-tag	efficiency	compensated	
by	large	integrated	luminosity	

π
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l

J/ψ

K

π

tag

ν
τD*

D0

signal
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4. Semileptonic decays at LHCb

Semileptonic decays	at	LHCb
• No	constraint	from	beam	energy	at	
an	hadron	machine

• However:	
• Large	Lorentz	boost	

(decay	lengths	~mm)

• Well	separated	decay	vertices
• Momentum	direction	of	decaying	
particle	is	well	known

22/06/17 Concezio	Bozzi	-- Recent	LHCb	results	on	SL	decays 16

p
PV

p

z

y

D0

B0

π − π −

π −
π +

π +

K +

τ +

ντ

ντ

Measurement Strategies

‣ No constraint from beam energy at a 
hadron machine, but.. 

‣ Large Lorentz boost with decay 
lengths in the range of mm


✓ Well-separated decay vertices 

✓ Momentum direction of 
decaying particle is well       
known 

‣ With known masses and other decay 
products can even reconstruct four-
momentum transfer squared q2 up 
to a two-fold ambiguity Nice Illustration 


from C. Bozzi

q2 =
�
pXb � pXq

�2
Even bit more complicated 

for leptonic tau decays



#

‣ Reconstruct one of the two B-mesons (‘tag’) in 
semileptonic modes → possible to assign 
all particles in detector to tag- & signal-side 

‣ Demand Matching topology + 
unassigned energy in the calorimeter 

 to discriminate background from signal
EECL

63

Latest  from BelleR(D(*))

Nice Illustration 

from C. Bozzi
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6

backgrounds.
To improve the resolution of the D⇤-D mass di↵erence,

�M , for the D⇤+ ! D0⇡+ decay mode, the charged pion
track from theD⇤+ is refitted to theD0 decay vertex. We
require �M be within 2.5 MeV/c2 around the nominal
D⇤-D mass di↵erence for the D⇤+ ! D0⇡+ decay mode,
and within 2.0 MeV/c2 for the D⇤+ ! D+⇡0 and D⇤0 !
D0⇡0 decay modes. These windows correspond to ±3.2
and ±2.0 times the resolution, respectively. We require
a tighter mass window in the D⇤ modes containing low-
momentum (“slow”) ⇡0 to suppress a large background
arising from misreconstructed neutral pions.

In each event we require that there be two B candi-
dates of opposite in flavor. While it is possible for sig-
nal events to have the same flavor due to BB̄ mixing,
we do not allow such events as they lead to ambiguous
D⇤` pair assignment and hence to a larger combinatorial
background.

On the signal side, we require cos ✓B,D(⇤)` to be less

than 1.0 and theD(⇤) momentum in the ⌥(4S) rest frame
to be less than 2.0 GeV/c. Finally, we require that events
contain no extra charged tracks, K0

S candidates, or ⇡0

candidates, which are reconstructed with the same crite-
ria as those used for the D candidates.

When multiple Btag or Bsig candidates are found in
an event, we select the Btag candidate with the highest
tagging classifier output, and the Bsig candidate with the
highest p-value resulting from theD orD⇤ vertex fit. The
e�ciencies of the best candidate selection algorithm are
95%, 93%, 88%, and 86% for the D+`�, D0`�, D⇤+`�

and D⇤0`� samples, respectively.

IV. SIGNAL EXTRACTION

To distinguish signal and normalization events from
background processes, we use the sum of the energies
of neutral clusters detected in the ECL that are not as-
sociated with reconstructed particles, denoted as EECL.
To mitigate the e↵ects of photons related to beam back-
ground, for the EECL calculation we include only clusters
with energies greater than 50, 100, and 150 MeV, respec-
tively, from the barrel, forward, and backward calorime-
ter regions [18]. Signal and normalization events peak
near zero in EECL, while background events populate a
wider range as shown in Figure 1. We require that EECL

be less than 1.2 GeV.
To separate reconstructed signal and normalization

events, we employ a BDT based on the XGBoost pack-
age [28]. The input variables to the BDT are cos ✓B,D(⇤)`;
the approximate missing mass squared m2

miss = (Ebeam�
ED(⇤) � E`)2 � (pD(⇤) + p`)2; the visible energy Evis =P

i Ei, where (Ei,pi) is the four-momentum of particle
i. The BDT classifier is trained for each of the four
D(⇤)` samples using MC events of signal and normaliza-
tion modes. We do not apply any selection on the BDT
classifier output, denoted as class; instead we use it as

one of the fitting variables for the extraction of R(D(⇤)).

 (GeV)ECLE
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FIG. 1. EECL distributions for the signal, normalization, and
background taken from MC simulation. The distributions for
all decay modes are summed together and normalized to unity.

We extract the yields of signal and normalization
modes from a two-dimensional (2D) extended maximum-
likelihood fit to the variables class and EECL. The fit
is performed simultaneously to the four D(⇤)` samples.
The distribution of each sample is described as the sum
of several components: D(⇤)⌧⌫, D(⇤)`⌫, feed-down from
D⇤`(⌧)⌫ to D`(⌧)⌫, D⇤⇤`/⌧⌫, and other backgrounds.
The PDFs of these components are determined from MC
simulations. A large fraction of B ! D⇤`⌫ decays for
both B0 and B+ is reconstructed in theD` samples (feed-
down). We leave these two contributions free in the fit
and use their fitted yields to estimate the feed-down rate
ofB ! D⇤⌧⌫ decays. As the probability ofB ! D(`/⌧)⌫
decays contributing to the D⇤` samples is small, the rate
of this contribution is fixed to its expected value.
The free parameters in the final fit are the yields of

signal, normalization, B ! D⇤⇤`⌫` and feed-down from
D⇤` to D` components. The yield of fake D(⇤) events
is fixed to the value estimated from the �M sidebands.
The yields of other backgrounds are fixed to their MC
expected values. The ratios R(D(⇤)) are given by the
formula:

R(D(⇤)) =
1

2B(⌧� ! `�⌫̄`⌫⌧ )
· "norm

"sig
· Nsig

Nnorm
, (3)

where "sig(norm) andNsig(norm) are the detection e�ciency
and yields of signal (normalization) modes and B(⌧� !
`�⌫̄`⌫⌧ ) is the average of the world averages for ` = e and
` = µ.
To improve the accuracy of the MC simulation, we

apply a series of correction factors determined from con-
trol sample measurements. The lepton identification e�-
ciencies are separately corrected for electrons and muons
to account for di↵erences between data and simulations
in the detector responses. Correction factors for these
e�ciencies are evaluated as a functions of the lepton

Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.

• Small	(~10-3)	B-tag	efficiency	compensated	
by	large	integrated	luminosity	
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G. Caria et al (Belle), 

Phys. Rev. Lett. 124, 161803, April 2020

[arXiv:1904.08794]

Eextra = EECL = ∑
i

Eγ
i

Signal

Normalization
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Separation of signal & normalization

5

FIG. 1. The cos θB-D∗! distributions for B̄0
→ D∗+τ−ν̄τ

(solid red circles) and B̄0
→ D∗+$−ν̄! (open black circles)

taken from MC simulation.

IV. SIGNAL, NORMALIZATION AND
BACKGROUND SEPARATION

To separate reconstructed signal and normalization
events, we employ a neural network using the NeuroBayes
software package [28]. The variables used as inputs to
the network are cos θsigB-D∗!, the missing mass squared
M2

miss = (2Ebeam −
∑

i Ei)2/c4 − |
∑

i "pi|2/c2, and the
visible energy Evis =

∑

i Ei, where (Ei, "pi) is the four-
momentum of particle i in the Υ(4S) rest frame. The
most powerful observable in separating signal and nor-
malization is cos θsigB-D∗!. The neural network is trained
using MC samples of signal and normalization events.
We will use the neural network classifier as one of the fit-
ting variables for the measurement ofR(D∗) without any
selection on the neural network classifier. Typically, for
a requirement the neural network classifier to be larger
than 0.8, 82% of the signal is kept while rejecting 97% of
the normalization events.

The dominant background contributions arise from
events with misreconstructed D(∗) mesons (denoted
fakes). The sub-dominant contributions arise from two
sources in which D∗ mesons from both Bsig and Btag

are correctly reconstructed. One source is B → D∗∗#ν!,
where the D∗∗ meson decays to D(∗) and other particles.
The other source is B → XcD∗ events, where one D∗

meson is correctly reconstructed and the other charmed
meson Xc decays semileptonically. If the hadrons in the
semileptonic Xc decay are not identified, such events can
mimic signal. Similarly, events in which Xc is a D+

s me-
son decaying into τ+ντ can also mimic signal.

To separate signal and normalization events from back-
ground processes, we place a criterion on the sum of the

energies of neutral clusters detected in the ECL that are
not associated with reconstructed particles, denoted as
EECL. To mitigate the effects of photons related to beam
background in the energy sum, we only include clusters
with energies greater than 50, 100, and 150 MeV, respec-
tively, from the barrel, forward, and backward calorime-
ter regions, defined in Ref. [17]. Signal and normalization
events peak near zero in EECL, while background events
can populate a wider range as shown in Figure 2. We
require EECL to be less than 1.2 GeV.

FIG. 2. The EECL distributions for the signal (solid red cir-
cles), the normalization (open black circles), and the back-
ground (open blue triangles) taken from MC simulation,
where the EECL is defined as the sum of the energies of neu-
tral clusters detected in the ECL that are not associated with
reconstructed particles.

V. MC CALIBRATION

To improve the accuracy of the MC simulation, we ap-
ply a series of calibration factors determined from con-
trol sample measurements. The lepton identification ef-
ficiencies are separately corrected for electrons and for
muons to account for differences between the detector
responses in data and MC. Correction factors for lep-
ton identification efficiencies are evaluated as a func-
tions of the momentum and direction of the lepton us-
ing e+e− → e+e−#+#− and J/ψ → #+#− decays. We
reweight events to account for differing D(∗) yields be-
tween data and MC.
The differing yields of correctly reconstructed D(∗)

mesons in data and MC affect the R(D∗) measure-
ment, as it biases the determination of the background
contribution. Calibration factors for events with both
correctly- and falsely-reconstructed D mesons are es-
timated for each D meson decay mode using a two-
dimensional fit to MD. For this calibration, we use sam-

Signal

Normalization

𝒪BDT

EECL

Signal

Normalization

Backgrounds

In case you are wondering how a cosine can be outside [-1,1]: it’s because the reconstruction 
uses measured energies and the definition assumes only a single missing neutrino



#

‣ Use kinematic properties to separate  signal from 
 normalization 


‣ Construct BDT with 3 variables: , , 

B → D(*)τν
B → D(*)ℓν

cos θB−D(*)ℓ Evis m2
miss = p2

miss

65

Separation of signal & normalization

𝒪BDT

EECL

Signal

Normalization

Backgrounds

 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts
 / 

(0
.1

2 
G

eV
)

0

50

100

150

200

Ev
en

ts
 / 

(0
.1

2 
G

eV
)

D* +ℓ

10

 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts
 / 

(0
.1

2 
G

eV
)

0

1

2

3

4

5

310×

ν τ D* →B 

ν D* l →B 

ν D** l →B 

Other

Fake D*

 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts
 / 

(0
.1

2 
G

eV
)

0

50

100

150

200

 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts
 / 

(0
.1

2 
G

eV
)

0

1

2

3

4
310×

ν τ D* →B 

ν D* l →B 

ν D** l →B 

Other

Fake D*

 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts
 / 

(0
.1

2 
G

eV
)

0

50

100

150
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are shown for the full classifier region (left) and the signal region defined by the selection class > 0.9 (right).
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are shown for the full classifier region (left) and the signal region defined by the selection class > 0.9 (right).
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momentum and direction using e+e� ! e+e�`+`� and
J/ ! `+`� decays.

We reweight events to account for di↵ering yields of
misreconstructed D(⇤) between data and MC simula-
tions. The calibration factor for the fake charm correc-
tion is provided by the ratio of 2D histograms of class vs.
EECL for the �M sideband of data and MC events. In
order to correct for the di↵erence in Btag reconstruction
e�ciencies between data and MC simulations, we build
PDFs of correctly reconstructed and misreconstructed
Btag candidates using MC samples, and perform a fit
to data. The ratios between the measured and expected
yields provide the Btag calibration factors. To validate
the fit procedure, we perform fits to multiple subsets of
the available MC samples. We do not find any bias with
the evaluation of the statistical uncertainties.

V. SYSTEMATIC UNCERTAINTIES

To estimate various systematic uncertainties contribut-
ing to R(D(⇤)), we vary each fixed parameter 500 times,
sampling from a Gaussian distribution built using the pa-
rameter’s value and uncertainty. Then we repeat the fit
and estimate the associated systematic uncertainty from
the standard deviation of the resulting distribution. The
systematic uncertainties are summarized in Table I.

In Table I the label “D⇤⇤ composition” refers to the
uncertainty introduced by the branching fractions of the
B ! D⇤⇤`⌫` channels and the decays of the D⇤⇤ mesons,
which are not well known and hence contribute signifi-
cantly to the total PDF uncertainty due to B ! D⇤⇤`⌫`
decays. The uncertainties on the branching fraction of
B ! D⇤⇤`⌫` are assumed to be ±6% for D1, ±10% for
D⇤

2 , ±83% for D0
1, and ±100% for D⇤

0 , while the uncer-
tainties on each of the D⇤⇤ decay branching fractions are
conservatively assumed to be ±100%.

The e�ciency factors for the fake D(⇤) and Btag recon-
struction are calibrated using collision data. The uncer-
tainties on these factors is a↵ected by the size of the sam-
ples used in the calibration. We vary the factors within
their errors and extract associated systematic uncertain-
ties.

The reconstruction e�ciency of feed-down events, to-
gether with the e�ciency ratio of signal to normalization
events, are varied within their uncertainties, which are
limited by the size of MC samples.

The e↵ect of the lepton e�ciency and fake rate, as
well as that due to the slow pion e�ciency, do not can-
cel out in the R(D(⇤)) ratios. This is due to the dif-
ferent momentum spectra of leptons and charm mesons
in the normalization and signal modes. The uncertain-
ties introduced by these factors are included in the total
systematic uncertainty.

A large systematic uncertainty arises from the limited
size of MC samples. To estimate it, we recalculate PDFs
for signal, normalization, fake D(⇤) events, B ! D⇤⇤`⌫`,
feed-down, and other backgrounds by generating toy MC

TABLE I. Systematic uncertainties contributing to the
R(D(⇤))results.

Source �R(D) (%) �R(D⇤) (%)
D⇤⇤ composition 0.76 1.41
Fake D(⇤) calibration 0.19 0.11
Btag calibration 0.07 0.05
Feed-down factors 1.69 0.44
E�ciency factors 1.93 4.12
Lepton e�ciency and fake rate 0.36 0.33
Slow pion e�ciency 0.08 0.08
MC statistics 4.39 2.25
B decay form factors 0.55 0.28
Luminosity 0.10 0.04
B(B ! D(⇤)`⌫) 0.05 0.02
B(D) 0.35 0.13
B(D⇤) 0.04 0.02
B(⌧� ! `�⌫̄`⌫⌧ ) 0.15 0.14
Total 5.21 4.94

samples from the nominal PDFs according to a Poisson
statistics, and then repeat the fit with the new PDFs.
We include minor systematic contributions from other

sources: one related to the parameters that are used for
reweighting the semileptonic B decays from the ISGW to
LLSW model; and the others from the integrated lumi-
nosity and the branching fractions of B ! D(⇤)`⌫, D,D⇤

and ⌧� ! `�⌫̄`⌫⌧ decays [26]. The total systematic un-
certainty is estimated by summing the aforementioned
contributions in quadrature.

VI. RESULTS

Our results are:

R(D) = 0.307± 0.037± 0.016 (4)

R(D⇤) = 0.283± 0.018± 0.014, (5)

where the first uncertainties are statistical, and the sec-
ond are systematic. The same ordering of uncertainties
holds for all following results. The statistical correlation
between the quoted R(D) and R(D⇤) values is �0.53,
while the systematic correlation is �0.52. The dataset
used in this measurement includes the one used for the
previous R(D⇤+) result from Belle [13], which is consis-
tent with this measurement. Being statistically corre-
lated, the earlier measurement should not be averaged
with this one, which combines R(D⇤+) and R(D⇤0). A
breakdown of electron and muon channels yields R(D) =
0.281± 0.042± 0.017, R(D⇤) = 0.304± 0.022± 0.016 for
the first case, andR(D) = 0.373±0.068±0.030, R(D⇤) =
0.245±0.035±0.020 for the second case. All fitted yields
are listed in Table II. The EECL and class projections
of the fit are shown in Figures 2, 3, 4, 5. The 2D com-
bination of the R(D) and R(D⇤) results of this analy-
sis, together with the most recent Belle results on R(D)
and R(D⇤) ([12, 14]) obtained using a hadronic tag, are

Most precise measurement to date
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• The	most	abundant	background	is	due	to	
(“prompt”)	Xb→D*-π+π-π+(+neutrals) 
where	the	3	pions come	from	the	Xb vertex	
(BR	~100	times	higher	than	signal).

• Suppressed	by	requiring	minimum	distance	
between	Xb and	τ vertices	(>4σDz).

• This	background	is	suppressed	by	3	orders	of	
magnitude,	while	signal	efficiency	is	35%

• Possible	due	to	the	excellent	LHCb vertex	
precision.
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LHCb Measurement of R(D*) arXiv:1711.02505

‣ Tau reconstructed via 𝝉→𝜋+𝜋+𝜋-(𝜋0)ν, only two neutrinos missing
Although a semileptonic decay is studied, nearly no background from B → D* X𝝁 ν

‣ Main background: prompt      
Xb → D*𝜋𝜋𝜋 + neutrals

‣ Suppressed by requiring 
minimum distance 
between Xb & 𝝉 vertices (> 4 σΔz)

BF ~ 100 times larger than signal,

all pions are promptly produced

σΔz : resolution of vertices separation

‣ Reduces this background 
by three orders of 
magnitude

R. Aaij et al (LHCb), 

Phys.Rev.Lett.120,171802 (2018) [arXiv:1708.08856]

Phys.Rev.D 97, 072013 (2018) [arXiv:1709.02505]
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‣ Tau reconstructed via 𝝉→𝜋+𝜋+𝜋-(𝜋0)ν, only two neutrinos missing
Although a semileptonic decay is studied, nearly no background from B → D* X𝝁 ν

‣ Main background: prompt      
Xb → D*𝜋𝜋𝜋 + neutrals

‣ Suppressed by requiring 
minimum distance 
between Xb & 𝝉 vertices (> 4 σΔz)

BF ~ 100 times larger than signal,

all pions are promptly produced

σΔz : resolution of vertices separation

‣ Reduces this background 
by three orders of 
magnitude
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Figure 1: Topology of the signal decay. A requirement on the distance between the 3⇡ and the
B0 vertices along the beam direction to be greater than four times its uncertainty is applied.

3.1.2 Background from other sources

Requirements additional to the detached vertex are needed to reject spurious background
sources with vertex topologies similar to the signal. The various background sources are
classified to distinguish candidates where the 3⇡ system originates from a common vertex
and those where one of the three pions originates from a di↵erent vertex.

The background category, where the 3⇡ system stems from a common vertex, is further
divided into two di↵erent classes depending on whether or not the D⇤� and 3⇡ system
originate from the same b hadron. In the first case, the 3⇡ system either comes from the
decay of a ⌧ lepton or a D0, D+, D+

s or ⇤+
c hadron. In this case, the candidate has the

correct signal-like vertex topology. Alternatively, it comes from a misreconstructed prompt
background candidate containing a B0, B+, B0

s or ⇤0
b hadron. The detailed composition
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Figure 2: Distribution of the distance between the B0 vertex and the 3⇡ vertex along the beam
direction, divided by its uncertainty, obtained using simulation. The vertical line shows the 4�
requirement used in the analysis to reject the prompt background component.

5

‣ Remaining double charm bkgs:
Xb → D*-Ds+X  
Xb → D*-D+X  
Xb → D*-Ds0+X 

~ 10 x Signal 
~ 1 x Signal  
~ 0.2 x Signal 

LHCb Measurement of R(D*)
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‣ Remaining backgrounds reduced via isolation & MVA

Isolation
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• Signal	candidates	are	required	to	be	well	isolated.

• Events	with	extra	charged	particles	pointing	to	the	
B	and/or	t	vertices		are	vetoed.

• Events	with	neutral	energy	(signal	in	the	
calorimeters)	are	suppressed	by	a	BDT
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• Signal	candidates	are	required	to	be	well	isolated.

• Events	with	extra	charged	particles	pointing	to	the	
B	and/or	t	vertices		are	vetoed.

• Events	with	neutral	energy	(signal	in	the	
calorimeters)	are	suppressed	by	a	BDT
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Require signal candidates to be well isolated
i.e. reject events with extra charged particles pointing 
to the B and/or 𝝉

Events with additional neutral energy 
are suppressed with a MVA 
More information about that in backup
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Figure 17: Distributions of (left) t⌧ and (right) q2 in four di↵erent BDT bins, with increasing
values of the BDT response from top to bottom. The fit components are described in the legend.

is used to describe the background. The result of the fit is shown in Fig. 19. The yield
obtained is 17 808± 143.

The fit is also performed with alternative configurations, namely with a di↵erent fit
range or requiring the common mean value of the signal functions to be the same in the 7
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R(D*) = 0.286 ± 0.019 (stat) ± 0.025 (syst)  
                       ± 0.021 (norm)
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‣ Components: 
1 Signal component for 𝝉→𝜋+𝜋+𝜋-(𝜋0)ν

11 Background components

‣ ~ 1296 ± 86 Signal events 

‣ Using normalization mode 
and light lepton BFs:

‣ Extraction in 3D fit to                           
MVA : q2 : 𝝉 decay time 

Invariant masses of 3𝜋 system

Invariant mass of D*3𝜋 system

Neutral isolation variables

q2 reconstructed with 
some tricks (more in 
backup)

More information about normalization in backup

LHCb Measurement of R(D*)
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<latexit sha1_base64="SlBc0QTYv+VQlQS7CG7KJDpxPKg=">AAAB+HicbVDLSsNAFL3xWeujUZduQovQVUlErMuiGxcuKtgHtDVMJpN26GQSZiZCDfmSblwo4ta/cOtO9GOcPhbaemDgcM653DvHixmVyrY/jZXVtfWNzdxWfntnd69g7h80ZZQITBo4YpFoe0gSRjlpKKoYaceCoNBjpOUNLyd+654ISSN+q0Yx6YWoz2lAMVJacs1C91qHfeSmXnaX2plrluyKPYW1TJw5KdWK5e+v6vu47pofXT/CSUi4wgxJ2XHsWPVSJBTFjGT5biJJjPAQ9UlHU45CInvp9PDMOtaKbwWR0I8ra6r+nkhRKOUo9HQyRGogF72J+J/XSVRw3kspjxNFOJ4tChJmqciatGD5VBCs2EgThAXVt1p4gATCSneV1yU4i19eJs2TinNWOb3RbVzADDk4giKUwYEq1OAK6tAADAmM4QmejQfj0XgxXmfRFWM+cwh/YLz9AOf6lv4=</latexit>
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<latexit sha1_base64="Tb4bsKsN/2JPUTlx15JYgEsP9G0=">AAAB+HicbVDLSsNAFJ3UV62PRl26GVqEglASEeuy6MaFiwr2AW0Mk8mkHTqZhJmJUEO+pBsXirj1L9y6E/0Yp4+Fth4YOJxzLvfO8WJGpbKsTyO3srq2vpHfLGxt7+wWzb39lowSgUkTRywSHQ9JwignTUUVI51YEBR6jLS94eXEb98TIWnEb9UoJk6I+pwGFCOlJdcs9q512EduirO79DhzzbJVtaaAy8Sek3K9VPn+qr2PG6750fMjnISEK8yQlF3bipWTIqEoZiQr9BJJYoSHqE+6mnIUEumk08MzeKQVHwaR0I8rOFV/T6QolHIUejoZIjWQi95E/M/rJio4d1LK40QRjmeLgoRBFcFJC9CngmDFRpogLKi+FeIBEggr3VVBl2AvfnmZtE6q9ln19Ea3cQFmyINDUAIVYIMaqIMr0ABNgEECxuAJPBsPxqPxYrzOojljPnMA/sB4+wHh6pb6</latexit>
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
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<latexit sha1_base64="cRplzjuPAfT2tBUaDvTPS5OQ7Oc=">AAACE3icdVDLSgMxFM34rPVVdekmWISqWGbqaNtdURcuXFSwD+i0QyaTtqGZB0lGKMP8gxt/xY0LRdy6ceffmL5ARQ8EDuecy809TsiokLr+qc3NLywuLadW0qtr6xubma3tuggijkkNByzgTQcJwqhPapJKRpohJ8hzGGk4g4uR37gjXNDAv5XDkLQ91PNpl2IklWRnDq1rFXaRHTtJJ9YTSwZwJuFOfJRc2qITHye55oGdyep586RUMHWoyKlplosTYpQNaOT1MbJgiqqd+bDcAEce8SVmSIiWoYeyHSMuKWYkSVuRICHCA9QjLUV95BHRjsc3JXBfKS7sBlw9X8Kx+n0iRp4QQ89RSQ/JvvjtjcS/vFYku6V2TP0wksTHk0XdiEF1+Kgg6FJOsGRDRRDmVP0V4j7iCEtVY1qVMLsU/k/qhbxxljdvzGzlfFpHCuyCPZADBiiCCrgCVVADGNyDR/AMXrQH7Ul71d4m0TltOrMDfkB7/wKekZ4D</latexit>
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<latexit sha1_base64="193M75sZjb6vB0dvWRfEPTKUXzE=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Ac2oWy223bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZemEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCanhUijeRIGSdxLNaRRK3g7HtzO//cS1EbF6wEnCg4gOlRgIRtFKj75Ke5mPNJ32yhW36s5BVomXkwrkaPTKX34/ZmnEFTJJjel6boJBRjUKJvm05KeGJ5SN6ZB3LVU04ibI5hdPyZlV+mQQa1sKyVz9PZHRyJhJFNrOiOLILHsz8T+vm+LgOsiESlLkii0WDVJJMCaz90lfaM5QTiyhTAt7K2EjqilDG1LJhuAtv7xKWhdV77Jau69V6jd5HEU4gVM4Bw+uoA530IAmMFDwDK/w5hjnxXl3PhatBSefOYY/cD5/AP1vkSM=</latexit>⌫⌧

<latexit sha1_base64="L0RVLGZHzUqiSWumBY4SmhgwItY=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBbBU0mkqMeiF48V7Ac0IUy2m3bpZhN2N4US8k+8eFDEq//Em//GbZuDtj4YeLw3w8y8MOVMacf5tiobm1vbO9Xd2t7+weGRfXzSVUkmCe2QhCeyH4KinAna0Uxz2k8lhTjktBdO7ud+b0qlYol40rOU+jGMBIsYAW2kwLa9EGTuiSzIPQ1ZUQR23Wk4C+B14pakjkq0A/vLGyYki6nQhINSA9dJtZ+D1IxwWtS8TNEUyARGdGCogJgqP19cXuALowxxlEhTQuOF+nsih1ipWRyazhj0WK16c/E/b5Dp6NbPmUgzTQVZLooyjnWC5zHgIZOUaD4zBIhk5lZMxiCBaBNWzYTgrr68TrpXDfe60Xxs1lt3ZRxVdIbO0SVy0Q1qoQfURh1E0BQ9o1f0ZuXWi/VufSxbK1Y5c4r+wPr8AUmtlBk=</latexit>

⌫̄⌧

▸ Hot off the press! Guy Wormser’s talk, Tue 2PM

5σ

Nice Illustration 

from L. Grillo
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
<latexit sha1_base64="mBja3nqp7DPuyMu0qUU6yPLMY2U=">AAAB63icdVBNS8NAEJ3Ur1q/qh69LBbBU0jaaNtb0YvHCvYD2lA22027dLMJuxuhlP4FLx4U8eof8ua/cdNWUNEHA4/3ZpiZFyScKe04H1ZubX1jcyu/XdjZ3ds/KB4etVWcSkJbJOax7AZYUc4EbWmmOe0mkuIo4LQTTK4zv3NPpWKxuNPThPoRHgkWMoJ1JlX6CRsUS47tVWplz0GGXHhevbokbt1Fru0sUIIVmoPie38YkzSiQhOOleq5TqL9GZaaEU7nhX6qaILJBI9oz1CBI6r82eLWOTozyhCFsTQlNFqo3ydmOFJqGgWmM8J6rH57mfiX10t1WPNnTCSppoIsF4UpRzpG2eNoyCQlmk8NwUQycysiYywx0Saeggnh61P0P2mXbffS9m69UuNqFUceTuAUzsGFKjTgBprQAgJjeIAneLYi69F6sV6XrTlrNXMMP2C9fQI2UI5h</latexit>

3⇡
<latexit sha1_base64="cRplzjuPAfT2tBUaDvTPS5OQ7Oc=">AAACE3icdVDLSgMxFM34rPVVdekmWISqWGbqaNtdURcuXFSwD+i0QyaTtqGZB0lGKMP8gxt/xY0LRdy6ceffmL5ARQ8EDuecy809TsiokLr+qc3NLywuLadW0qtr6xubma3tuggijkkNByzgTQcJwqhPapJKRpohJ8hzGGk4g4uR37gjXNDAv5XDkLQ91PNpl2IklWRnDq1rFXaRHTtJJ9YTSwZwJuFOfJRc2qITHye55oGdyep586RUMHWoyKlplosTYpQNaOT1MbJgiqqd+bDcAEce8SVmSIiWoYeyHSMuKWYkSVuRICHCA9QjLUV95BHRjsc3JXBfKS7sBlw9X8Kx+n0iRp4QQ89RSQ/JvvjtjcS/vFYku6V2TP0wksTHk0XdiEF1+Kgg6FJOsGRDRRDmVP0V4j7iCEtVY1qVMLsU/k/qhbxxljdvzGzlfFpHCuyCPZADBiiCCrgCVVADGNyDR/AMXrQH7Ul71d4m0TltOrMDfkB7/wKekZ4D</latexit>

⇤0
b ! ⇤+

c D
�
s (X)

▸ Resonant         structure to 
describe

LHCb-PAPER-2021-044

dd
b c

p
K

π

π
π

π

<latexit sha1_base64="193M75sZjb6vB0dvWRfEPTKUXzE=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Ac2oWy223bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZemEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCanhUijeRIGSdxLNaRRK3g7HtzO//cS1EbF6wEnCg4gOlRgIRtFKj75Ke5mPNJ32yhW36s5BVomXkwrkaPTKX34/ZmnEFTJJjel6boJBRjUKJvm05KeGJ5SN6ZB3LVU04ibI5hdPyZlV+mQQa1sKyVz9PZHRyJhJFNrOiOLILHsz8T+vm+LgOsiESlLkii0WDVJJMCaz90lfaM5QTiyhTAt7K2EjqilDG1LJhuAtv7xKWhdV77Jau69V6jd5HEU4gVM4Bw+uoA530IAmMFDwDK/w5hjnxXl3PhatBSefOYY/cD5/AP1vkSM=</latexit>⌫⌧
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Same experimental Method: exploit vertex 
separation
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
<latexit sha1_base64="mBja3nqp7DPuyMu0qUU6yPLMY2U=">AAAB63icdVBNS8NAEJ3Ur1q/qh69LBbBU0jaaNtb0YvHCvYD2lA22027dLMJuxuhlP4FLx4U8eof8ua/cdNWUNEHA4/3ZpiZFyScKe04H1ZubX1jcyu/XdjZ3ds/KB4etVWcSkJbJOax7AZYUc4EbWmmOe0mkuIo4LQTTK4zv3NPpWKxuNPThPoRHgkWMoJ1JlX6CRsUS47tVWplz0GGXHhevbokbt1Fru0sUIIVmoPie38YkzSiQhOOleq5TqL9GZaaEU7nhX6qaILJBI9oz1CBI6r82eLWOTozyhCFsTQlNFqo3ydmOFJqGgWmM8J6rH57mfiX10t1WPNnTCSppoIsF4UpRzpG2eNoyCQlmk8NwUQycysiYywx0Saeggnh61P0P2mXbffS9m69UuNqFUceTuAUzsGFKjTgBprQAgJjeIAneLYi69F6sV6XrTlrNXMMP2C9fQI2UI5h</latexit>

3⇡
<latexit sha1_base64="cRplzjuPAfT2tBUaDvTPS5OQ7Oc=">AAACE3icdVDLSgMxFM34rPVVdekmWISqWGbqaNtdURcuXFSwD+i0QyaTtqGZB0lGKMP8gxt/xY0LRdy6ceffmL5ARQ8EDuecy809TsiokLr+qc3NLywuLadW0qtr6xubma3tuggijkkNByzgTQcJwqhPapJKRpohJ8hzGGk4g4uR37gjXNDAv5XDkLQ91PNpl2IklWRnDq1rFXaRHTtJJ9YTSwZwJuFOfJRc2qITHye55oGdyep586RUMHWoyKlplosTYpQNaOT1MbJgiqqd+bDcAEce8SVmSIiWoYeyHSMuKWYkSVuRICHCA9QjLUV95BHRjsc3JXBfKS7sBlw9X8Kx+n0iRp4QQ89RSQ/JvvjtjcS/vFYku6V2TP0wksTHk0XdiEF1+Kgg6FJOsGRDRRDmVP0V4j7iCEtVY1qVMLsU/k/qhbxxljdvzGzlfFpHCuyCPZADBiiCCrgCVVADGNyDR/AMXrQH7Ul71d4m0TltOrMDfkB7/wKekZ4D</latexit>
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<latexit sha1_base64="193M75sZjb6vB0dvWRfEPTKUXzE=">AAAB8XicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkqMeiF48V7Ac2oWy223bpZhN2J0IJ/RdePCji1X/jzX/jts1BWx8MPN6bYWZemEhh0HW/ncLa+sbmVnG7tLO7t39QPjxqmTjVjDdZLGPdCanhUijeRIGSdxLNaRRK3g7HtzO//cS1EbF6wEnCg4gOlRgIRtFKj75Ke5mPNJ32yhW36s5BVomXkwrkaPTKX34/ZmnEFTJJjel6boJBRjUKJvm05KeGJ5SN6ZB3LVU04ibI5hdPyZlV+mQQa1sKyVz9PZHRyJhJFNrOiOLILHsz8T+vm+LgOsiESlLkii0WDVJJMCaz90lfaM5QTiyhTAt7K2EjqilDG1LJhuAtv7xKWhdV77Jau69V6jd5HEU4gVM4Bw+uoA530IAmMFDwDK/w5hjnxXl3PhatBSefOYY/cD5/AP1vkSM=</latexit>⌫⌧

<latexit sha1_base64="L0RVLGZHzUqiSWumBY4SmhgwItY=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBbBU0mkqMeiF48V7Ac0IUy2m3bpZhN2N4US8k+8eFDEq//Em//GbZuDtj4YeLw3w8y8MOVMacf5tiobm1vbO9Xd2t7+weGRfXzSVUkmCe2QhCeyH4KinAna0Uxz2k8lhTjktBdO7ud+b0qlYol40rOU+jGMBIsYAW2kwLa9EGTuiSzIPQ1ZUQR23Wk4C+B14pakjkq0A/vLGyYki6nQhINSA9dJtZ+D1IxwWtS8TNEUyARGdGCogJgqP19cXuALowxxlEhTQuOF+nsih1ipWRyazhj0WK16c/E/b5Dp6NbPmUgzTQVZLooyjnWC5zHgIZOUaD4zBIhk5lZMxiCBaBNWzYTgrr68TrpXDfe60Xxs1lt3ZRxVdIbO0SVy0Q1qoQfURh1E0BQ9o1f0ZuXWi/VufSxbK1Y5c4r+wPr8AUmtlBk=</latexit>
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<latexit sha1_base64="gBmOOUPigmKfV50jhccM50u/TXg=">AAAB+3icdVDLSgMxFM3UV62vsS7dBItQEYaZ2mnrrujGhYsq9gHtWDJppg3NPEgyYhnmV9y4UMStP+LOvzF9CCp6IHA451zuzXEjRoU0zQ8ts7S8srqWXc9tbG5t7+i7+ZYIY45JE4cs5B0XCcJoQJqSSkY6ESfIdxlpu+Pzqd++I1zQMLiRk4g4PhoG1KMYSSX19fx1sXep4gPUT3B6mxynR329YBol07btCjQNu3qquCK1knlSrUHLMGcogAUaff29Nwhx7JNAYoaE6FpmJJ0EcUkxI2muFwsSITxGQ9JVNEA+EU4yuz2Fh0oZQC/k6gUSztTvEwnyhZj4rkr6SI7Eb28q/uV1Y+nVnIQGUSxJgOeLvJhBGcJpEXBAOcGSTRRBmFN1K8QjxBGWqq6cKuHrp/B/0ioZVsUoX5UL9bNFHVmwDw5AEVigCurgAjRAE2BwDx7AE3jWUu1Re9Fe59GMtpjZAz+gvX0CmrqUMg==</latexit>
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
<latexit sha1_base64="mBja3nqp7DPuyMu0qUU6yPLMY2U=">AAAB63icdVBNS8NAEJ3Ur1q/qh69LBbBU0jaaNtb0YvHCvYD2lA22027dLMJuxuhlP4FLx4U8eof8ua/cdNWUNEHA4/3ZpiZFyScKe04H1ZubX1jcyu/XdjZ3ds/KB4etVWcSkJbJOax7AZYUc4EbWmmOe0mkuIo4LQTTK4zv3NPpWKxuNPThPoRHgkWMoJ1JlX6CRsUS47tVWplz0GGXHhevbokbt1Fru0sUIIVmoPie38YkzSiQhOOleq5TqL9GZaaEU7nhX6qaILJBI9oz1CBI6r82eLWOTozyhCFsTQlNFqo3ydmOFJqGgWmM8J6rH57mfiX10t1WPNnTCSppoIsF4UpRzpG2eNoyCQlmk8NwUQycysiYywx0Saeggnh61P0P2mXbffS9m69UuNqFUceTuAUzsGFKjTgBprQAgJjeIAneLYi69F6sV6XrTlrNXMMP2C9fQI2UI5h</latexit>
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▸ Probing baryonic decays - different spin structure
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▸ Precise SM predictions
▸ Measurement uses hadronic decays of taus

▸ Flight distance of tau suppresses “prompt” background
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▸ Hot off the press! Guy Wormser’s talk, Tue 2PM
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▸ Fit to tau decay time, Anti-Ds BDT output and q2
▸ Run 1 dataset, 3/fb
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‣ Extraction in 3D fit to                           
MVA : q2 : 𝝉 decay time 

Kinematic and angular information of 3𝜋 
system, neutral energy in cone around 
3𝜋 direction
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3𝜋 direction
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FB, Zoltan Ligeti, Michele Papucci, Dean Robinson, 
[arXiv:2206.11282 [hep-ph]]
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FIG. 1. The LHCb [1] result for R(⇤c) (green) is compared to

the SM expectation [3, 4] and to our evaluation (dark blue).

We also show R(⇤c) using |Vcb|excl (light blue) and |Vcb|incl
(medium blue) from Eq. (8).

The latter prediction is in good agreement with the LHCb
measurement in Eq. (4), over the exclusive to inclusive
range for |Vcb|. That is, using Eqs. (4) and (7b), one
finds |Vcb| = (37.5 ± 4.5) ⇥ 10�3. This is compatible
with |Vcb| determined both from exclusive and inclusive
semileptonic decays, for which we use

|Vcb|excl = (39.10 ± 0.50) ⇥ 10�3 [2] ,

|Vcb|incl = (42.16 ± 0.51) ⇥ 10�3 [13] . (8)

For tests of LFUV, one may divide Eq. (4) by Eq. (7a)
to obtain (adding uncertainties in quadrature)

R(⇤c) = |0.04/Vcb|
2 (0.285 ± 0.073) . (9)

This result is in good agreement with the SM prediction
in Eq. (2). For comparison, combining the uncertainties
in Eq. (1) in quadrature gives R(⇤c) = 0.242± 0.076. In
Fig. 1 we show the various evaluations of R(⇤c), includ-
ing the value quoted by LHCb [1] (green), the SM pre-
diction [3, 4] (horizontal band), and our updated values
for the measured R(⇤c) from Eq. (9), using |Vcb| = 0.04
with no uncertainty (dark blue), and |Vcb|excl (light blue)
and |Vcb|excl (medium blue) from Eq. (8).

Our result in Eq. (9) has at present only a mildly
smaller (absolute or relative) uncertainty, because the
last uncertainty in Eq. (4) is substantial. A more pre-
cise measurement of B(⇤b ! ⇤c3⇡) would help re-
duce the uncertainty. The correlation between the SM
prediction and our evaluation of R(⇤c) is 6.1%. We
also calculate the double ratio to the SM expectation
and find R(⇤c)/R(⇤c)SM = |0.04/Vcb|

2 (0.88 ± 0.22),
which can be compared to that obtained from Eq. (1),
R(⇤c)/R(⇤c)SM = 0.75 ± 0.25.

The inclusive semileptonic ⇤b widths are predicted to
be close to those for B decays [14]. To O(⇤2

QCD/m
2) in

the OPE, the rates are obtained from the corresponding
B decay widths by the replacements of �1,2 according to

�
baryon
2 = 0 and �

baryon
1 � �

meson
1 ' 2mbmc(m⇤b � mB �

m⇤c + mD)/(mb � mc) + O(⇤3
QCD/m

2) ' �0.02GeV2.

(Here mB = (3mB⇤ + mB)/4 is the spin-averaged B
(⇤)

mass, and similarly for mD.) With these changes, cor-
recting for the lifetimes, using the isospin averaged mea-
surement B(B ! Xc`⌫) = (10.65 ± 0.16)% [2], and
Ref. [15] for the ⌧ mode, we obtain

B(⇤b ! Xcµ⌫̄) = (10.3 ± 0.2)% , (10a)

B(⇤b ! Xc⌧ ⌫̄) = (2.32 ± 0.07)% . (10b)

Comparing the B(⇤b ! ⇤cµ⌫̄) prediction in Eq. (7a) to
Eq. (10a) implies that decays to excited states should
comprise nearly half of the inclusive rate. The prediction
in Eq. (7a) is also well below expectations [16] based on
the small-velocity limit.
The CDF measurements of decay rates to the excited

states [17]

�[⇤b ! ⇤⇤
c(2595)µ⌫̄]

�[⇤b ! ⇤cµ⌫̄]
= 0.126 ± 0.033+0.047

�0.038 , (11a)

�[⇤b ! ⇤⇤
c(2625)µ⌫̄]

�[⇤b ! ⇤cµ⌫̄]
= 0.210 ± 0.042+0.071

�0.050 , (11b)

then appear to imply that further excited states must
comprise a surprisingly large fraction of the inclu-
sive rate. This CDF analysis, however, relies on the
isospin limit assumption B(⇤⇤

c(2595) ! ⇤c⇡
+
⇡
�) =

2B(⇤⇤
c(2595) ! ⇤c⇡

0
⇡
0) to convert the measurement of

the reconstructed ⇤c⇡
+
⇡
� final state to the full branch-

ing ratio. As has been noted in Ref. [18], the very-near-
threshold intermediate resonance ⇤⇤

c(2595) ! ⌃c(2455)⇡
may alter this ratio significantly, such that B(⇤⇤

c(2595) !

⇤c⇡
+
⇡
�) ' 0.25B(⇤⇤

c(2595) ! ⇤c⇡
0
⇡
0), although the

theory uncertainties in this estimate are not well under-
stood. This would, however, nominally lead to an en-
hancement of Eq. (11a) by a factor of ' 3.3. Similar,
but far smaller prospective enhancements have also been
considered for the ⇤⇤

c(2625) mode [19], such that the cen-
tral value in Eq. (11b) increases to 0.25. The smallness
of the B(⇤b ! ⇤cµ⌫̄) prediction (7a) compared to the in-
clusive rate prediction suggests that such enhancements
may well be present, although these particular enhance-
ments, taken at face value, would cause the ratio of the
⇤b ! ⇤⇤

c(2595)µ⌫̄ versus ⇤b ! ⇤⇤
c(2625)µ⌫̄ decays to de-

part significantly from the (leading order) heavy quark
symmetry expectation of 1/2 (see, e.g., Ref. [20]). A final
state interaction analysis in the ⇤b ! ⇤⇤

c(! ⌃c) ! ⇤c

cascade should be performed to connect HQET predic-
tions to data. Further study of such enhancements is
therefore well motivated.
In conclusion, we pointed out that normalizing the

LHCb measurement of the ⇤b ! ⇤c⌧ ⌫̄ rate to the SM
prediction for ⇤b ! ⇤cµ⌫̄ provides the most robust in-
terpretation for the lepton flavor universality violating
ratio, which reduces the significance of a hint for a sup-
pression of R(⇤c). We presented some evidence that the
fraction of excited states in inclusive semileptonic ⇤b de-
cay may be significantly greater than in semileptonic B

decays, which has important experimental and theoreti-
cal implications.

R(Λ+
c ) = 0.242 ± 0.076
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
B ! D

⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem

~0.6 σ ~0.8 σ

SM
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Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
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⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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The most important ones stem from the modeling of the
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⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem

Note that there is a difference in stat. coverage for the 2D 

(39.3%) versus 1D measurements (68.3%)
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
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Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).
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l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D
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`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D
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`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
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One particularly important point here is the treatment
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and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
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with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
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ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
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R(D)/R(D)SM = 1.12 ± 0.10 , (72)
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with an overall correlation of ⇢ = �0.33. In addition to
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are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem

See also: https://hflav-eos.web.cern.ch/hflav-eos/semi/spring19/html/RDsDsstar/RDRDs.html

ℛ(D*)SM = 0.258 ± 0.005
ℛ(D)SM = 0.299 ± 0.003

More Recent SM Calculations:


BaBar B->D* 

https://arxiv.org/abs/1903.10002

- R(D*)=0.253+-0.005


Gambino, Jung, Schacht  using Belle 2019 data

https://arxiv.org/abs/1905.08209

- R(D*)=0.254 +0.007 -0.006


Bordone, Jung, van Dyk using Belle 2019 data

https://arxiv.org/abs/1908.09398

- RD=297+-0.003, RD*=0.250+-0.003


HFLAV arithmetic average

of SM Calculations


FB, M. Sevilla, D. Robinson, G. Wormser

[Rev. Mod. Phys. 94, 015003,arXiv:2101.08326]

*)D(R
0.1 0.2 0.3 0.4

BaBar hadronic tag
PRL 109 (2012) 101802
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Compatible with SM (~1σ)

▸ Additional measurements and additional 
observables even more important!

▸ See Guy Wormser’s talk, Tue 2PM
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Caprini-Lellouch-Neubert  
Form Factors

Boyd-Grinstein-Lebed  
Form Factors

|Vcb | = (38.3 ± 0.3 ± 0.7 ± 0.6) × 10−3|Vcb | = (38.4 ± 0.2 ± 0.6 ± 0.6) × 10−3
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FIG. 5. Results of the fit with the CLN form factor parameterisation. The results from the SVD1 and SVD2 samples are
added together. The electron modes are on the left and muon modes on the right. The points with error bars are the on-
resonance data. Where not shown, the uncertainties are smaller than the black markers. The histograms are, top to bottom,
the signal component, B ! D⇤⇤ background, signal correlated background, uncorrelated background, fake ` component, fake
D⇤ component and continuum.

ing a normal distribution. The entire analysis is repeated
for each pseudo-experiment and the spread on each mea-
sured observable is taken as the systematic error.

The parameters varied are split into two categories,

those that a↵ect only the normalisation, and those that
a↵ect the di↵erentials (shapes). We first list the latter
contributions.

• The tracking e�ciency corrections for low momen-
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FIG. 5. Results of the fit with the CLN form factor parameterisation. The results from the SVD1 and SVD2 samples are
added together. The electron modes are on the left and muon modes on the right. The points with error bars are the on-
resonance data. Where not shown, the uncertainties are smaller than the black markers. The histograms are, top to bottom,
the signal component, B ! D⇤⇤ background, signal correlated background, uncorrelated background, fake ` component, fake
D⇤ component and continuum.

ing a normal distribution. The entire analysis is repeated
for each pseudo-experiment and the spread on each mea-
sured observable is taken as the systematic error.

The parameters varied are split into two categories,

those that a↵ect only the normalisation, and those that
a↵ect the di↵erentials (shapes). We first list the latter
contributions.

• The tracking e�ciency corrections for low momen-

w ∼ q2
cos θV

Fit of 1D projections with correlations results in two very compatible values 

of  for CLN & BGL:|Vcb |
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New Developments in exclusive |Vcb |

Very exciting times:  

After more than 10 years in the making, we have first beyond zero recoil 
LQCD predictions beyond zero recoil for    :-)B → D*ℓν̄ℓ

One is finished, two are nearly finished:
S`2HBKBM�`v `2bmHib 7Q` " ! .⇤
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FIG. 9. Left: di↵erential decay rate calculated using only lattice data (red and maroon) and lattice plus experimental data
(green and blue). The higher curves are for a massless lepton, whereas the lower curves are for the ⌧ . Although the pure lattice
curves are consistently below the experimental ones, especially at large recoil, both of them agree within 2�. Right: test of the
kinematic constraint at maximum recoil Eq. (5.19). Shown is a contour plot up to 2� of the form factors F1 and F2 resulting
from the lattice-data-only fit and the joint fit of lattice and experimental data. The constraint is satisfied along the diagonal.
We see both fits satisfy the constraint within errors.

C. Determination of R(D⇤)

From the fit results in Table XII we can calculate R(D⇤) through direct integration of the di↵erential decay rate over
the whole kinematic range. In Fig. 9, we show the di↵erential decay rate as a function of the recoil parameter extracted
using lattice-only data (red and brown curves), compared with that of our joint fit. The curves below (maroon and
blue) show the di↵erential decay rate for the ⌧ case. Our final result for R(D⇤) from our purely lattice-QCD calculation
is

R(D⇤)Lat = 0.265± 0.013. (5.23)

If we assume that new physics e↵ects are visible only at large lepton masses (i.e., the ⌧), we can use our joint fit of
the light-lepton lattice and experimental data to obtain a more precise SM value of R(D⇤). We note that in our joint
fit, the curve corresponding to light leptons is determined mainly from experiment, and the one corresponding to the
⌧ comes mainly from the lattice data. In that case, we obtain

R(D⇤)Lat+Exp = 0.2483(13). (5.24)

We emphasize, however, that Eq. (5.23) is the SM prediction, relying only on lattice QCD, while Eq. (5.24) and the
assumption that there is no new physics in the semieletronic and semimuonic modes. Our values agree with previous
theoretical determinations [20, 21, 94–96]. We note that more recent experimental measurements have found R(D⇤)
to be consistently smaller than before, hence reducing the tension between theory and experiment [1]. The current
status of the R(D)-R(D⇤) determinations is summarized in Fig. 10.

D. Tests

1. Imposing the constraint at maximum recoil

As we explained above, our preferred analysis does not impose the kinematic constraint in Eq. (5.19). That
maximum-recoil constraint is trivially satisfied in the HQET basis of form factors (the hX), which we use in our

FNAL/MILC

A. Bazavov et al. [FNAL/MILC] [Under Review, arXiv:2105.14019]
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Truncation Order

2

II. DIFFERENTIAL DECAY RATE AND BGL PARAMETERIZATION

Using the notation in Ref. [12], the B̄ ! D
⇤ matrix elements are defined as

hD
⇤(", p0)|c̄�µ

b|B̄(p)i = ig✏
µ⌫↵�

"
⇤
⌫p↵p

0
� , (5)

hD
⇤(", p0)|c̄�µ

�
5
b|B̄(p)i = f"

⇤µ + ("⇤ · p)[a+(p+ p
0)µ + a�(p � p

0)µ], (6)

where "
µ is the polarization tensor of the vector D⇤ meson. In the limit when the final-state leptons are massless,

the full di↵erential decay rate for B̄ ! D
⇤
`⌫ is

d�(B ! D
⇤
`⌫)

dw d cos ✓` d cos ✓v d�
=

3⌘2ewG
2
F |Vcb|

2

1024⇡4
|pD⇤ |q

2
r

✓
(1 � cos ✓`)

2 sin2 ✓vH
2
+ + (1 + cos ✓`)

2 sin2 ✓vH
2
�

+ 4 sin2 ✓` cos
2
✓vH

2
0 � 2 sin2 ✓` sin

2
✓v cos 2�H+H�

� 4 sin ✓`(1 � cos ✓`) sin ✓v cos ✓v cos�H+H0

+ 4 sin ✓`(1 + cos ✓`) sin ✓v cos ✓v cos�H�H0

◆
, (7)

where qµ is the 4-momentum of the lepton system, r ⌘ mD⇤/mB , and |pD⇤ | is the magnitude of theD⇤ 3-momentum
in the rest frame of the B̄:

w ⌘
m

2
B +m

2
D⇤ � q

2

2mBmD⇤
, q

2 = m
2
B +m

2
D⇤ � 2mBmD⇤w, |pD⇤ | = mD⇤

p
w2 � 1. (8)

Here, H+, H�, and H0 are form factors associated with each of the three helicity states of the D
⇤, all of which are

functions of q2. Also, ✓` is the angle between the anti-neutrino and the direction antiparallel to the D
⇤ in the rest

frame of the leptonic system, ✓v is the angle between the D
⇤ momentum and its daughter D meson, and � is the

angle between the planes defined by the the leptonic system and the D
⇤ system. The factor ⌘ew incorporates the

leading electroweak corrections [17], ⌘ew = 1 + ↵/⇡ ln(MZ/mB) ' 1.0066. In terms of the form factors in Eqs. (5)
and (6),

H+ = f � mB |pD⇤ |g, (9)

H� = f +mB |pD⇤ |g, (10)

H0 =
1

mD⇤
p

q2


2m2

B |pD⇤ |
2
a+ �

1

2

�
q
2

� m
2
B +m

2
D⇤

�
f

�
⌘

F1p
q2

. (11)

A detailed discussion about the BGL method for parameterizing the form factors f , g, and F1 can be found in
Ref. [12]. The final result gives a parametrization of each form factor in terms of N + 1 coe�cients:

g(z) =
1

Pg(z)�g(z)

NX

n=0

anz
n
, f(z) =

1

Pf (z)�f (z)

NX

n=0

bnz
n
, F1(z) =

1

PF1(z)�F1(z)

NX

n=0

cnz
n
, (12)

where the conformal variable z is defined as

z ⌘

p
w + 1 �

p
2a

p
w + 1 +

p
2a

. (13)

Here, a = 1 can be chosen such that z = 0 corresponds to zero recoil, and the coe�cients an, bn, and cn are
bounded by unitarity [10],

NX

n=0

|an|
2

 1, and
NX

n=0

�
|bn|

2 + |cn|
2
�

 1, (14)

From Eq. (11), F1(0) = (mB � mD⇤)f(0); hence b0 and c0 are not independent, i.e.,

c0 =

✓
(mB � mD⇤)�F1(0)

�f (0)

◆
b0. (15)

Martin will tell us more about form factors (FF) and how to determine from these distributions  |Vcb |

One model independent way to parametrize FFs is the BGL parametrization (Boyd-Grinstein-
Lebed, [arXiv:hep-ph/9705252])

Truncate too soon:


- Model dependence in extracted result for ?


Truncate too late:


- Unnecessarily increase variance on ?

|Vcb |

|Vcb |

Is there an ideal truncation order?

One Problem you face as an experimentalist: where do you truncate?
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Nested Hypothesis Tests or Saturation Constraints

BGLna,nb,nc

BGLna+1,nb,nc

BGLna,nb+1,nc

BGLna,nb,nc+1

Challenge nested fits

This work 
[arXiv:1902.09553, PRD100,013005 (2019)] 

Gambino, Jung, Schacht 
[arXiv:1905.08209, PLB] 

Use a nested hypothesis test

to determine optimal truncation order

Constrain contributions

from higher order coefficients


using unitarity bounds

N

∑
n=0

|an |2 ≤ 1
N

∑
n=0

( |bn |2 + |cn |2 ) ≤ 1

N

∑
n=0

|an |2

χ2
penalty

1

χ2 → χ2 + χ2
penalty

Test statistics & Decision boundary 

Δχ2 = χ2
N − χ2

N+1

Distributed like a 𝝌2-distribution with 1 dof

(Wilk’s theorem)

Δχ2 > 1

e.g.
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Nesting Procedure

Steps:

1

2

Carry out nested fits with one 
parameter added

Accept descendant over 
parent fit, if ∆𝝌2 > 1

Repeat 1 and 2 until you

find stationary points

If multiple stationary points 
remain, choose the one with 
smallest N, then smallest 𝝌2

3

4

BGLna+1,nb,nc

BGLna+2,nb,nc

BGLna+1,nb+1,nc

BGLna+1,nb,nc+1∆𝝌2 < 1
stationary
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Toy study to illustrate possible bias
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FIG. 3. The pull constructed from a large ensemble of pseudo-experiments using 3rd order terms of the 1-times (left plot) and

10-times scenario (right plot) described in the text. The pull of the fits selected by the nested hypothesis prescription (black)

show no bias or under-coverage of uncertainties. Also shown in red is the pull from a BGL122 fit, showing a large bias on the

value of |Vcb|. Mean (µ) and standard deviation (�) from normal distributions fitted to the ensembles are also provided.

data sets. These were generated using the BGL333

parametrization, i.e., with nine coe�cients. The six lower
order coe�cients {ã0,1, b̃0,1, c̃1,2} were chosen to be iden-
tical to the BGL222 fit results of Fig. I. The 3rd order
terms {ã2, b̃2, c̃3} were chosen according to two di↵erent
scenarios: Either 1 or 10 times the size of the {ã1, b̃1, c̃2}
coe�cients in the BGL222 fit, as shown in Table III. We
call these the ‘1-times’ and ‘10-times’ scenarios, respec-
tively. Ensembles were constructed as follows. First, pre-
dictions for the 40 bins of the tagged measurement [1]
were produced. Ensembles of pseudo-data sets were then
generated using the full experimental covariance, assum-
ing Gaussian errors, and then each pseudo-data set was
fit according to the nested hypothesis test prescription.

The frequency with which particular BGLijk

parametrizations are selected are shown in Table IV, for
both the 1- and 10-times scenarios. For each selected fit
hypothesis, the recovered value, |Vcb|rec, and the asso-
ciated uncertainty, �, may then be used to construct a
pull, i.e., the normalized di↵erence (|Vcb|rec�|Vcb|true)/�,
where |Vcb|true is the ‘true’ value used to construct the
ensembles. If a fit or a procedure is unbiased, the
corresponding pull distribution should follow a standard
normal distribution (mean of zero, standard deviation
of unity). In Figure 3 the pull distributions for both the
1- and 10-times scenarios are shown and compared to

Parameter Value ⇥ 10
2

Value ⇥ 10
2

ã2 2.6954 26.954

b̃2 �0.2040 �2.040

c̃3 0.5350 5.350

TABLE III. Fit coe�cients used to construct the ensembles of

toy experiments. The third order terms {ã2, b̃2, c̃3} are taken

either as 1 or 10 times the second order terms {ã1, b̃1, c̃2} in

the BGL222 fit shown in Fig. III.

that of the BGL122 parametrization. One sees that the
nested hypothesis test proposed in this paper selects fit
hypotheses that provide unbiased values for |Vcb| in both
scenarios. However, the BGL122 fit shows significant
biases. In the ensemble tests the BGL122 fits have mean
�2 values of 41.0 and 56.6, respectively (with 35 degrees
of freedom). For the 1-times scenario, this produces an
acceptable fit probability on average. Nonetheless, the
recovered value of |Vcb| is biased by about 1.3�.

VI. CONCLUSIONS

We studied the di↵erences of the determinations of
|Vcb| from exclusive semileptonic B ! D⇤`⌫ decays, de-
pending on the truncation order of the BGL parametriza-
tion of the form factors used to fit the measured dif-
ferential decay distributions. Since the 2018 untagged
Belle measurement [2] used a five-parameter BGL fit,
Refs. [14, 20] used a six-parameter fit, and Refs. [13, 22]
used an eight-parameter one, we explored di↵erences be-
tween the five, six, seven, and eight parameter fits.
We proposed using nested hypothesis tests to deter-

mine the optimal number of fit parameters. For the 2017
Belle analysis [1], six parameters are preferred. Including
additional fit parameters only improves �2 marginally.
Comparing the result of the BGL122 fit used in the 2018
untagged Belle analysis [2] to the corresponding fit to the
2017 tagged Belle measurement [1], up to 2� di↵erences
occur, including in the values of |Vcb|. This indicates that
more precise measurements are needed to resolve tensions
between various |Vcb| determinations, and that the trun-
cation order of the BGL expansion of the form factors
has to be chosen with care, based on data.
We look forward to more precise experimental mea-

surements, more complete fit studies inside the experi-
mental analysis frameworks, as well as better understand-
ing of the composition of the inclusive semileptonic rate

Use the central values of the

BGL222 fit as a starting point 

to add fine structure

Create a “true” higher order 
Hypothesis of order BGL333

‘1-times’ ’10-times’

Has fine structure element the 
current data cannot resolveΔ

ℬ

cos θℓ

BGL222 BGL333
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Toy study to illustrate possible bias
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FIG. 3. The pull constructed from a large ensemble of pseudo-experiments using 3rd order terms of the 1-times (left plot) and

10-times scenario (right plot) described in the text. The pull of the fits selected by the nested hypothesis prescription (black)

show no bias or under-coverage of uncertainties. Also shown in red is the pull from a BGL122 fit, showing a large bias on the

value of |Vcb|. Mean (µ) and standard deviation (�) from normal distributions fitted to the ensembles are also provided.

data sets. These were generated using the BGL333

parametrization, i.e., with nine coe�cients. The six lower
order coe�cients {ã0,1, b̃0,1, c̃1,2} were chosen to be iden-
tical to the BGL222 fit results of Fig. I. The 3rd order
terms {ã2, b̃2, c̃3} were chosen according to two di↵erent
scenarios: Either 1 or 10 times the size of the {ã1, b̃1, c̃2}
coe�cients in the BGL222 fit, as shown in Table III. We
call these the ‘1-times’ and ‘10-times’ scenarios, respec-
tively. Ensembles were constructed as follows. First, pre-
dictions for the 40 bins of the tagged measurement [1]
were produced. Ensembles of pseudo-data sets were then
generated using the full experimental covariance, assum-
ing Gaussian errors, and then each pseudo-data set was
fit according to the nested hypothesis test prescription.

The frequency with which particular BGLijk

parametrizations are selected are shown in Table IV, for
both the 1- and 10-times scenarios. For each selected fit
hypothesis, the recovered value, |Vcb|rec, and the asso-
ciated uncertainty, �, may then be used to construct a
pull, i.e., the normalized di↵erence (|Vcb|rec�|Vcb|true)/�,
where |Vcb|true is the ‘true’ value used to construct the
ensembles. If a fit or a procedure is unbiased, the
corresponding pull distribution should follow a standard
normal distribution (mean of zero, standard deviation
of unity). In Figure 3 the pull distributions for both the
1- and 10-times scenarios are shown and compared to

Parameter Value ⇥ 10
2

Value ⇥ 10
2

ã2 2.6954 26.954

b̃2 �0.2040 �2.040

c̃3 0.5350 5.350

TABLE III. Fit coe�cients used to construct the ensembles of

toy experiments. The third order terms {ã2, b̃2, c̃3} are taken

either as 1 or 10 times the second order terms {ã1, b̃1, c̃2} in

the BGL222 fit shown in Fig. III.

that of the BGL122 parametrization. One sees that the
nested hypothesis test proposed in this paper selects fit
hypotheses that provide unbiased values for |Vcb| in both
scenarios. However, the BGL122 fit shows significant
biases. In the ensemble tests the BGL122 fits have mean
�2 values of 41.0 and 56.6, respectively (with 35 degrees
of freedom). For the 1-times scenario, this produces an
acceptable fit probability on average. Nonetheless, the
recovered value of |Vcb| is biased by about 1.3�.

VI. CONCLUSIONS

We studied the di↵erences of the determinations of
|Vcb| from exclusive semileptonic B ! D⇤`⌫ decays, de-
pending on the truncation order of the BGL parametriza-
tion of the form factors used to fit the measured dif-
ferential decay distributions. Since the 2018 untagged
Belle measurement [2] used a five-parameter BGL fit,
Refs. [14, 20] used a six-parameter fit, and Refs. [13, 22]
used an eight-parameter one, we explored di↵erences be-
tween the five, six, seven, and eight parameter fits.
We proposed using nested hypothesis tests to deter-

mine the optimal number of fit parameters. For the 2017
Belle analysis [1], six parameters are preferred. Including
additional fit parameters only improves �2 marginally.
Comparing the result of the BGL122 fit used in the 2018
untagged Belle analysis [2] to the corresponding fit to the
2017 tagged Belle measurement [1], up to 2� di↵erences
occur, including in the values of |Vcb|. This indicates that
more precise measurements are needed to resolve tensions
between various |Vcb| determinations, and that the trun-
cation order of the BGL expansion of the form factors
has to be chosen with care, based on data.
We look forward to more precise experimental mea-

surements, more complete fit studies inside the experi-
mental analysis frameworks, as well as better understand-
ing of the composition of the inclusive semileptonic rate

‘1-times’ ’10-times’

Produce ensemble of toy 
measurements


using untagged covariance 
& BGL333 central values

Toy Test

Each toy is fitted to build the 
descendant tree and carry 

out a  

nested hypo. test to select 

its preferred BGLnanbnc 

Pull =
Vcb true − Vcb toy

Δ Vcb toy
Construct Pulls

If methodology unbiased, should follow a standard normal 

distribution (mean 0, width 1)

Use the central values of the

BGL222 fit as a starting point 
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Create a “true” higher order 
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FIG. 3. The pull constructed from a large ensemble of pseudo-experiments using 3rd order terms of the 1-times (left plot) and

10-times scenario (right plot) described in the text. The pull of the fits selected by the nested hypothesis prescription (black)

show no bias or under-coverage of uncertainties. Also shown in red is the pull from a BGL122 fit, showing a large bias on the

value of |Vcb|. Mean (µ) and standard deviation (�) from normal distributions fitted to the ensembles are also provided.

data sets. These were generated using the BGL333

parametrization, i.e., with nine coe�cients. The six lower
order coe�cients {ã0,1, b̃0,1, c̃1,2} were chosen to be iden-
tical to the BGL222 fit results of Fig. I. The 3rd order
terms {ã2, b̃2, c̃3} were chosen according to two di↵erent
scenarios: Either 1 or 10 times the size of the {ã1, b̃1, c̃2}
coe�cients in the BGL222 fit, as shown in Table III. We
call these the ‘1-times’ and ‘10-times’ scenarios, respec-
tively. Ensembles were constructed as follows. First, pre-
dictions for the 40 bins of the tagged measurement [1]
were produced. Ensembles of pseudo-data sets were then
generated using the full experimental covariance, assum-
ing Gaussian errors, and then each pseudo-data set was
fit according to the nested hypothesis test prescription.

The frequency with which particular BGLijk

parametrizations are selected are shown in Table IV, for
both the 1- and 10-times scenarios. For each selected fit
hypothesis, the recovered value, |Vcb|rec, and the asso-
ciated uncertainty, �, may then be used to construct a
pull, i.e., the normalized di↵erence (|Vcb|rec�|Vcb|true)/�,
where |Vcb|true is the ‘true’ value used to construct the
ensembles. If a fit or a procedure is unbiased, the
corresponding pull distribution should follow a standard
normal distribution (mean of zero, standard deviation
of unity). In Figure 3 the pull distributions for both the
1- and 10-times scenarios are shown and compared to

Parameter Value ⇥ 10
2

Value ⇥ 10
2

ã2 2.6954 26.954

b̃2 �0.2040 �2.040

c̃3 0.5350 5.350

TABLE III. Fit coe�cients used to construct the ensembles of

toy experiments. The third order terms {ã2, b̃2, c̃3} are taken

either as 1 or 10 times the second order terms {ã1, b̃1, c̃2} in

the BGL222 fit shown in Fig. III.

that of the BGL122 parametrization. One sees that the
nested hypothesis test proposed in this paper selects fit
hypotheses that provide unbiased values for |Vcb| in both
scenarios. However, the BGL122 fit shows significant
biases. In the ensemble tests the BGL122 fits have mean
�2 values of 41.0 and 56.6, respectively (with 35 degrees
of freedom). For the 1-times scenario, this produces an
acceptable fit probability on average. Nonetheless, the
recovered value of |Vcb| is biased by about 1.3�.

VI. CONCLUSIONS

We studied the di↵erences of the determinations of
|Vcb| from exclusive semileptonic B ! D⇤`⌫ decays, de-
pending on the truncation order of the BGL parametriza-
tion of the form factors used to fit the measured dif-
ferential decay distributions. Since the 2018 untagged
Belle measurement [2] used a five-parameter BGL fit,
Refs. [14, 20] used a six-parameter fit, and Refs. [13, 22]
used an eight-parameter one, we explored di↵erences be-
tween the five, six, seven, and eight parameter fits.
We proposed using nested hypothesis tests to deter-

mine the optimal number of fit parameters. For the 2017
Belle analysis [1], six parameters are preferred. Including
additional fit parameters only improves �2 marginally.
Comparing the result of the BGL122 fit used in the 2018
untagged Belle analysis [2] to the corresponding fit to the
2017 tagged Belle measurement [1], up to 2� di↵erences
occur, including in the values of |Vcb|. This indicates that
more precise measurements are needed to resolve tensions
between various |Vcb| determinations, and that the trun-
cation order of the BGL expansion of the form factors
has to be chosen with care, based on data.
We look forward to more precise experimental mea-

surements, more complete fit studies inside the experi-
mental analysis frameworks, as well as better understand-
ing of the composition of the inclusive semileptonic rate

fix BGL122fix BGL122

Nested 
Hypothesis 

Test
Nested 

Hypothesis 
Test

Mean and Variance

of Pulls

7

BGL122 BGL212 BGL221 BGL222 BGL223 BGL232 BGL322 BGL233 BGL323 BGL332 BGL333

1-times 6% 0% 37% 27% 6% 6% 11% 0% 2% 4% 0.4%

10-times 0% 0% 8% 38% 14% 8% 16% 3% 4% 8% 1%

TABLE IV. The frequency of the selected hypotheses for ensembles created with the two scenarios for the higher order terms,

as estimated with an ensemble size of 250 pseudo-data sets.

as a sum of exclusive channels [33, 34]. Improved lattice
QCD results, including finalizing the form factor calcula-
tions in the full w range [31, 32] are also expected to be
forthcoming. These should all contribute to a better un-
derstanding of the determinations of |Vcb| from exclusive
and inclusive semileptonic decays, which is important for
CKM fits, new physics sensitivity, ✏K , and rare decays.
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A tale of two ‘gap’ models
Model 1: 

Equidistribution of all final state particles in phase space

PRD 104, 112011 (2021)Provides better 
kinematic 

description

(Assign 100% BR uncertainty in systematics covariance matrix)
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B. Signal-side Reconstruction

Semileptonic B decays are identified by selecting elec-
tron and muon candidates with laboratory frame mo-
menta greater than 0.5GeV/c. These tracks are required
to originate from the IP by requiring dr < 1 cm and
|dz| < 2 cm. Here, dr and dz are the distances of closest
approach to the IP transverse to and along the z axis,
respectively. Each lepton candidate is required to have a
polar angle within the CDC acceptance [17�, 150�], and
at least one hit in the CDC.

FIG. 2. Selection efficiencies as functions of q2 threshold q2th.
The points for different Xc final states and the same lower
q2 threshold are shifted horizontally and the grey and white-
bands visually group the same q2 threshold.

The momentum and polar angle selection affects the se-
lection efficiency as a function of q2, which is illustrated in
Fig. 2. At low q2 thresholds, the efficiency depends on the
final states. A lower selection efficiency is observed for
the D⇤⇤ and non-resonant contributions, introducing a
dependence of the moments on modeling of B ! Xc ` ⌫̄`.
To minimize extrapolation of the moments to unmea-
sured phase-space regions, we require q2 > 1.5GeV2/c4.

Lepton candidates are selected using P` = L`/(Le +
Lµ+L⇡+LK+Lp+Ld) and we require P` > 0.9 for both
electrons and muons. To account for the energy of elec-
trons lost to bremsstrahlung photons, the four-momenta
of such photons are added to the four-momenta of elec-
trons. Bremsstrahlung photons are identified using the
electron track, extrapolating its PXD and SVD hits and
the estimated track intersections with the beam pipe and
inner wall of the CDC to the ECL to search for clusters.
ECL clusters with energies between 2% and 100% of the
electron energy and without any other track association
are identified as potential bremsstrahlung photons. All
clusters that lie within three times the expected resolu-
tions in polar and azimuthal angles are used to correct
the electron candidate. These clusters are then removed
from consideration for the remainder of the analysis. For

charged Btag candidates, we require the signal-side lep-
ton have a charge opposite to that of the Btag.

Particles with transverse momenta less than
275MeV/c have radii of curvature in the magnetic
field sufficiently small that they loop within the CDC
volume and may be reconstructed as multiple tracks. To
identify such tracks, we compare the proximity and the
magnitude of the momenta of all low-momentum tracks.
When there are potential duplicates, we select the track
with the smallest value of (5 ⇥ dr)

2 + |dz|
2. The size of

the scaling factor on dr is optimized to minimize track
duplicates.

After reconstructing the Btag and signal-side lepton
candidate, the Xc system is identified as the remaining
charged particles and photons. The four-momentum for
a charged particle is calculated from the reconstructed
track momentum and the assigned mass hypothesis based
on the largest identification probability. As we do not
explicitly reconstruct charmed states, we denote the re-
constructed system in the following as X and its four-
momentum pX and mass MX . A signal-side candidate
is rejected if the X system does not contain at least one
charged particle and the absolute event charge is > 1.

The lepton mass squared is reconstructed as

q2 = (p⇤Bsig
� p⇤X)2 , (8)

with p⇤Bsig
= (

p
s/2,�p⇤

Btag
). The missing four-

momentum in the event is reconstructed as

pmiss = p
e
+

e
� � pBtag

� pX � p` , (9)

where p
e
+

e
� is the four-momentum of the colliding

electron-positron pair. We require Emiss > 0.5GeV and
|pmiss| > 0.5GeV/c to improve the resolution on the
mass of the hadronic system. The average multiplicity
of Btag` candidates is 1.5 per event. In each event, we
retain only the one with the highest lepton momentum.
When multiple Btag` candidates share the same lepton,
one is chosen randomly.

To improve the resolution of q2, we exploit the known
kinematics of the e+ e� collision and fit for the four-
momenta of Btag, X, `, and ⌫`. We construct a �2 func-
tion for each candidate of the form

�2 =
X

i2{Btag,X,`}

(bpi � pi)C
�1
i (bpi � pi) , (10)

where bpi is the fitted four-momentum, and Ci is the co-
variance matrix of the four-momentum of a given final-
state particle. C` is given by the track fit result, while
CBtag

and CX are estimated using the corresponding
four-momentum residuals.

Overall, we fit 14 parameters: The four-momenta com-
ponents of the Btag and X candidates and the momenta
components of the signal lepton and neutrino. The en-
ergies of the lepton and neutrino are calculated from the
momenta assuming p2` = m2

` and p2⌫ = 0. The kine-
matic fit is then performed by imposing the following

4

an uncertainty of 100% to its branching fraction. These
decays are simulated with final-state momenta uniformly
distributed in the available phase space or an alternative
model involving a broad resonance for the hadronic Xc

final state.

FIG. 1. The q2 spectrum for different Xc final states without
reconstruction effects.

Figure 1 shows the resulting q2 spectrum evaluated
without reconstruction effects for the different Xc final
states and Table I summarizes the semileptonic branch-
ing fractions. At high q2 contributions from B ! D⇤ ` ⌫`
dominate, whereas at low q2 B ! D⇤⇤` ⌫` and non-
resonant Xc (B ! D(⇤) ⇡ ⇡ ` ⌫` and gap processes) have
sizeable contributions.

TABLE I. Branching fractions used in the simulation of B !
Xc ` ⌫̄`.

Decay B(B+) B(B0)

B ! D ` ⌫` (2.4± 0.1)⇥ 10�2 (2.2± 0.1)⇥ 10�2

B ! D⇤ ` ⌫` (5.5± 0.1)⇥ 10�2 (5.1± 0.1)⇥ 10�2

B ! D1 ` ⌫` (6.6± 1.1)⇥ 10�3 (6.2± 1.0)⇥ 10�3

B ! D⇤
2 ` ⌫` (2.9± 0.3)⇥ 10�3 (2.7± 0.3)⇥ 10�3

B ! D⇤
0 ` ⌫` (4.2± 0.8)⇥ 10�3 (3.9± 0.7)⇥ 10�3

B ! D0
1 ` ⌫` (4.2± 0.9)⇥ 10�3 (3.9± 0.8)⇥ 10�3

B ! D⇡⇡ ` ⌫` (0.6± 0.9)⇥ 10�3 (0.6± 0.9)⇥ 10�3

B ! D⇤⇡⇡ ` ⌫` (2.2± 1.0)⇥ 10�3 (2.0± 1.0)⇥ 10�3

B ! D⌘ ` ⌫` (4.0± 4.0)⇥ 10�3 (4.0± 4.0)⇥ 10�3

B ! D⇤⌘ ` ⌫` (4.0± 4.0)⇥ 10�3 (4.0± 4.0)⇥ 10�3

B ! Xc ` ⌫̄` (10.8± 0.4)⇥ 10�2 (10.1± 0.4)⇥ 10�2

III. INCLUSIVE RECONSTRUCTION OF

B ! Xc ` ⌫̄` DECAYS AND EVENT SELECTION

A. Tag-side Reconstruction

We reconstruct ⌥(4S) ! BB̄ events with the Full
Event Interpretation (FEI) algorithm [43]. The algo-
rithm reconstructs one of the B mesons of the BB̄ pair
in fully hadronic decays. In the following, the tag-side
B candidate reconstructed by the FEI is denoted as
Btag. The FEI uses a hierarchical bottom-up approach
starting with the selection of charged and neutral final-
state particles (e�, µ�, ⇡�, K�, p, �) from tracks, and
ECL clusters, combining them into intermediate parti-
cles (J/ ,⇡0,K0

S , D,Ds, D
⇤, D⇤

s ,⇤,⇤c,⌃
+), and finally

forming Btag candidates. At each stage, the FEI uses an
optimized implementation of gradient-boosted decision
trees [44] to estimate the signal probability PFEI of each
candidate in a distinct decay chain to be correctly recon-
structed. For each candidate, the decision trees combines
the signal probability of previous stages with additional
kinematic and vertex-fit information. More than 100 de-
cay channels are reconstructed resulting in O(10, 000) de-
cay chains.

We select events that have at least three charged parti-
cles and three ECL clusters to suppress Btag candidates
from continuum processes. The total visible energy of
the event in the CM frame must be greater than 4GeV
and the total energy in the ECL is required to be between
2 and 7GeV. To reduce continuum background, events
must have R2 < 0.4, with R2 the ratio of the second and
zeroth Fox-Wolfram moments [45]. We suppress contin-
uum events by requiring cos(✓T) < 0.7, where ✓T is the
angle between the thrust axis of the decay products of
the Btag and the thrust axis of the rest of the event [46].
Btag candidates are selected by requiring PFEI > 0.01.
The reconstruction efficiency with this requirement is ap-
proximatively 0.26% and 0.35% for neutral and charged
Btag candidates, respectively. More details on the FEI
performance with Belle II data can be found in Ref. [47].

We require Btag candidates to have beam-constrained
mass values satisfying

Mbc =

r
s

4
�

���p⇤
Btag

���
2
> 5.27GeV/c2, (6)

where p⇤
Btag

is the three-momentum of the Btag candi-
date. The energy difference

�E = E⇤
Btag

�

p
s

2
(7)

must be within [�0.15, 0.1]GeV, where E⇤
Btag

is the en-
ergy of the Btag. All tracks and ECL clusters not used in
the reconstruction of Btag candidate are used to define
and reconstruct the signal side. At this stage we allow
for multiple Btag candidates in each event.
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Systematic uncertainty dominated by knowledge of D(s)→KKπ Dalitz structure 
and background contamination. 

Branching-fractions and |Vcb |

ℬ(B0
s → D−

s μ+νμ) = (2.40 ± 0.12(stat) ± 0.15(syst) ± 0.12(ext)) %

ℬ(B0
s → D*−

s μ+νμ) = (5.19 ± 0.24(stat) ± 0.47(syst) ± 0.19(ext)) %

ℬ(B0
s → D−

s μ+νμ)
ℬ(B0s → D*−s μ+νμ) = 0.464 ± 0.013(stat) ± 0.043(syst)

|Vcb |CLN = (40.8 ± 0.6(stat) ± 0.9(syst) ± 1.1(ext)) × 10−3

|Vcb |BGL = (41.7 ± 0.8(stat) ± 0.9(syst) ± 1.1(ext)) × 10−3
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Figure 6: Background-subtracted distribution of p?(D�
s ) for (left) B

0
s ! D�

s µ
+⌫µ and (right)

B0
s ! D⇤�

s µ+⌫µ decays obtained from the fit based on the (red closed points, dashed line) CLN
and (blue open points, solid line) BGL parametrizations, with corresponding fit projections
overlaid.

Table 6: Fit results in the BGL parametrization. The uncertainty is split into two contributions,
statistical (stat) and that due to the uncertainty on the external inputs (ext).

Parameter Value

|Vcb| [10�3] 42.3 ± 0.8 (stat)± 1.2 (ext)
G(0) 1.097 ± 0.034 (stat)± 0.001 (ext)
d1 �0.017 ± 0.007 (stat)± 0.001 (ext)
d2 �0.26 ± 0.05 (stat)± 0.00 (ext)
b1 �0.06 ± 0.07 (stat)± 0.01 (ext)
a0 0.037 ± 0.009 (stat)± 0.001 (ext)
a1 0.28 ± 0.26 (stat)± 0.08 (ext)
c1 0.0031± 0.0022 (stat)± 0.0006 (ext)

the CLN and BGL fits. No significant di↵erences are found between the two fits for
both B

0
s ! D

�
s µ

+
⌫µ and B

0
s ! D

⇤�
s µ

+
⌫µ decays. The fit results for the parameters of

interest are reported in Table 6. Detailed fit results for all parameters, including their
correlations, are reported in Appendix B. The values found for the form-factor coe�cients
satisfy the unitarity bounds of Eqs. (24) and (32). The value of |Vcb| is found to be
(42.3± 0.8 (stat)± 1.2 (ext))⇥ 10�3, in agreement with the CLN analysis. The correlation
between the BGL and CLN results is 34.0%. When only G(0) is constrained and d1 and d2

are left free, |Vcb| is found to be (42.2± 1.5 (stat)± 1.2 (ext))⇥ 10�3. The constraints on
d1 and d2 improve the statistical precision on |Vcb| by about 50% and that on G(0) by 10%.
Without such constraints, the fit returns d1 = 0.02± 0.05 (stat) and d2 = �0.9± 0.8 (stat),
both in agreement with the LQCD estimations, and within the unitarity bound of Eq. (32).

Variations of the orders of the form-factor expansions have been probed for the

17

Table 5: Results from di↵erent fit configurations, where the first uncertainty is statistical and
the second systematic.

CLN fit

Unfolded fit ⇢
2 = 1.16± 0.05± 0.07

Unfolded fit with massless leptons ⇢
2 = 1.17± 0.05± 0.07

Folded fit ⇢
2 = 1.14± 0.04± 0.07

BGL fit

Unfolded fit
a
f
1 = �0.005± 0.034± 0.046

a
f
2 = 1.00+0.00

� 0.19
+0.00
� 0.38

Folded fit
a
f
1 = 0.039± 0.029± 0.046

a
f
2 = 1.00+0.00

� 0.13
+0.00
� 0.34

normalised event yields taking into account the e�ciency and resolution, which then is
fit to the experimental spectrum. Both procedures provide similar results with small
di↵erences induced by slightly di↵erent bin-by-bin correlations shown in Tab. 5.
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Figure 6: Unfolded normalised di↵erential decay rate with the fit superimposed for the CLN
parametrisation (green), and BGL (red). The band in the fit results includes both the statistical
and systematic uncertainty on the data yields.
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Background subtracted and fitted distributions:

External input (theory)

Table 3: External inputs based on experimental measurements.

Parameter Value Reference

fs/fd ⇥ B(D�
s ! K

�
K

+
⇡
�)⇥ ⌧ [ps] 0.0191± 0.0008 [22,48]

B(D� ! K
�
K

+
⇡
�) 0.00993± 0.00024 [37]

B(D⇤� ! D
�
X) 0.323± 0.006 [37]

B(B0 ! D
�
µ
+
⌫µ) 0.0231± 0.0010 [37]

B(B0 ! D
⇤�
µ
+
⌫µ) 0.0505± 0.0014 [37]

B
0
s mass [GeV/c2] 5.36688± 0.00017 [37]

D
�
s mass [GeV/c2] 1.96834± 0.00007 [37]

D
⇤�
s mass [GeV/c2] 2.1122± 0.0004 [37]

Table 4: External inputs based on theory calculations. The values and their correlations are
derived in Appendix A, based on Ref. [21].

Parameter Value Reference

⌘EW 1.0066± 0.0050 [24]
hA1(1) 0.902± 0.013 [16]

CLN parametrization
G(0) 1.07± 0.04 [21]
⇢
2(D�

s ) 1.23± 0.05 [21]

BGL parametrization
G(0) 1.07± 0.04 [21]
d1 �0.012± 0.008 [21]
d2 �0.24± 0.05 [21]

7 Fit to the signal sample

The fit function for the D
�
s µ

+ sample features five components: the two signal de-
cays, B0

s ! D
�
s µ

+
⌫µ and B

0
s ! D

⇤�
s µ

+
⌫µ; a background component made by the sum

of semimuonic B
0
s feed-down decays and b-hadron decays to a doubly charmed final

state; a background component made by the sum of cross-feed semileptonic B
0 decays

and semitauonic B
0
s decays; combinatorial background. The B

0
s ! D

⇤�
s µ

+
⌫µ template

is generated assuming a fraction of approximately 94% for D⇤�
s ! D

�
s � decays and 6%

for D⇤�
s ! D

�
s ⇡

0 decays, according to the measured D
⇤�
s branching fractions [37]. The

physics background components that are merged together in the two templates have very
similar shapes in the mcorr vs. p?(D�

s ) plane and cannot be discriminated by the fit when
considered as separate components. They are therefore merged according to the expected
approximate fractions.

The yields of the five components are free parameters in the fit, with the signal
yields expressed in terms of the parameters of interest according to Eq. (33), when
determining |Vcb|, or Eq. (37), when determining R(⇤). The measurement relies on the
external inputs reported in Tables 3 and 4. Correlations between external inputs, e.g.,
between Nref and N

⇤
ref or between the LQCD inputs, are accounted for in the fit. The
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FIG. 8: Final result for fs

0,+(q2) against q2 at the physical
point .

lattice masses.

As discussed in Section II E an alternative approach to
the fit is to take ratios of the form factors to the Hc de-
cay constant and fit the ratios to the fit form of Eqs. (27)
and (29). This fit is described in Appendix B. It has the
advantage of smaller discretisation e↵ects but the dis-
advantage of larger lattice spacing uncertainties because
the ratios being fit are dimensionful. In the end the ra-
tio method has larger uncertainty for the final physical
form factors. We therefore take the results from the di-
rect method as our final result, and use the ratio method
results as a consistency test. Since the two approaches
have quite di↵erent systematic errors, their comparison
supplies a strong consistency check. In Figure 10, we
plot the form factors from the two methods on top of
each other. As is clear from this plot, the results are in
good agreement. The direct method gives a more accu-
rate result for both form factors and at all q

2.

We compare the coe�cients from our fits to unitarity
bounds in Appendix C as a further test.

In Figure 11, we compare our final form factors to those
determined from the lattice QCD calculation using the
NRQCD approach for the b quark already used as a com-
parison at q

2
max in Figure 4 [35]. The NRQCD calcula-

tion works directly at the b quark mass but on relatively
coarse lattices and hence is unable to obtain results at
large physical momenta for the Ds meson. The results
close to zero-recoil are extrapolated to q

2 = 0 using a z-
space parameterisation. As the Figure shows, our results
are in excellent agreement with the NRQCD calculation
but are more precise for both f

s

0 (q2) and f
s

+(q2) through-
out all q

2. This is because we can avoid the significant
systematic uncertainty that the NRQCD calculation has
from the perturbative matching to continuum QCD of
the NRQCD current that couples to the W .

FIG. 9: Error budget for fs

0,+(q2) as a function of q2 .

Source % Fractional Error

Statistics 1.11

z-space fit 1.05

Quark Mass Mistuning 0.12

Total 1.54

TABLE VII: Error budget for our result for R(Ds) in the
SM. z-space fit refers to the error associated with the fit of
the dependence on heavy quark mass and lattice spacing and
interpolation in q2.

A. R(Ds)

Using our calculated form factors f
s

0,+(q2), we can cal-
culate the di↵erential rate for Bs ! Ds`⌫ decay from
Equation (1). This is a function of the lepton mass and
so di↵ers between the heavy ⌧ and the light e, µ leptons.
The di↵erential rate for µ and ⌧ is compared in Figure 12.
We take the meson and lepton masses needed for Equa-

HPQCD collaboration

Use LQCD data for Bs decays to constraint FF 

- Bs→Ds*μν at w=1 [PRD 99 (2019) 114512]   

- Bs→Dsμν calculations on the full q2 range  
[PRD 101 (2020) 074513] 

- HPQCD data improve statistical precision on     
|Vcb| by 20% (50%) for CLN (BGL) 

- Checked that FF fitted from data w/o 
constraints are compatible with values  
from LQCD

1212

Combined fit 
with HPQCD

LQCD

Also provide unfolded

 spectrum for w Bs → D*s μν̄μ

Measurement of  with  decays  
[Phys. Rev. D 101, 072004, arXiv:2001.03225]

|Vcb | Bs → D(*)
s μν̄μ
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Theory Correlations in inclusive |Vcb |

C Scan over the correlation parameters

In this appendix, we perform our default fit but for fixed combinations of ⇢cut and ⇢mom.
We present fits using Belle and Belle II data separately, and combined.

Figure 11: Fit results for |Vcb| for di↵erent combinations of correlation parameter values.

Figure 12: Fit results for ⇢3D for di↵erent combinations of correlation parameter values.
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form

�
2(|Vcb|,✓) =

(B � �(|Vcb|,✓) ⌧B/~)2

�2

B + �2

�

+ (q(✓)� q
meas

)C�1 (q(✓)� qmeas)
T

+
4X

i=1

(✓i � ✓
cons

i )2

�2

✓i

, (22)

where B is the experimental branching ratio for B ! Xc`⌫̄` and � the theoretical ex-
pression for the rate. Here q denotes the vector of theoretical predictions for the qn

central moments with di↵erent q
2 thresholds, whereas q

meas
denote the corresponding

measured moments. We use the average of the charged and neutral B meson lifetimes
⌧B = (1.579± 0.004) ps [51] and ✓i = {mkin

b ,mc, µ
2

G, µ
2

⇡} denote the constrained parameters
in the fit, further discussed in Sec. 3.2. The covariance matrix is constructed from the sum
of the statistical, systematical and theoretical covariance: C = Cstat + Csyst + Ctheo.

The statistical and systematical covariance matrices are from the Belle and Belle II mea-
surements. In the fit systematic uncertainties are correlated between both sets of moment
measurements, which we further discuss in Sec. 3.4.2.

The theory covariance captures the uncertainty from missing higher-order corrections
in ↵s and the HQE. The prescription used to estimate the theory uncertainties is discussed
in Sec. 3.3. A priori the theory correlations between di↵erent thresholds and orders of
moments are unknown. This lack of knowledge itself constitutes an uncertainty in the
determination of Vcb. We address this problem by introducing two parameters, ⇢cut and
⇢mom, which parametrize the degree of correlation between di↵erent thresholds and orders
of moments. We parametrize the correlation between two moments qn of the same order n
but with di↵erent thresholds q2A and q

2

B as

⇢n[qn(q
2

A), qn(q
2

B)] = ⇢
x
cut

with x =
|q2A � q

2

B|
0.5GeV2

. (23)

This results in a decorrelation of moments with larger separation in terms of the q2 thresh-
olds. Note that a similar functional dependence was used in [10] to parametrize the degree of
decorrelation between moments with di↵erent lepton energy cuts. For moments of di↵erent
orders n and m we construct the degree of correlation as

⇢nm[qm(q
2

A), qn(q
2

B)] = sign(⇢mom) · |⇢mom||m�n| · ⇢n(qn(q2A), qn(q2B)). (24)

We do not choose fixed values for the correlation parameters ⇢cut and ⇢mom, but allow
them to float as nuisance parameters in the fit. This has the benefit that a large number of
hypothesized values for both parameters are profiled, when the uncertainties on the HQE
parameters and Vcb are determined. To constrain both parameters to a meaningful range,
we add two independent penalty terms into (22). We parametrize these functions using a
double Fermi-Dirac function:

fDFD(⇢, a, b) =
1

2(1 + ew(⇢�b))(1 + e�w(⇢�a))
(b > a) , (25)

11

form

�
2(|Vcb|,✓) =

(B � �(|Vcb|,✓) ⌧B/~)2

�2

B + �2

�

+ (q(✓)� q
meas

)C�1 (q(✓)� qmeas)
T

+
4X

i=1

(✓i � ✓
cons

i )2

�2

✓i

, (22)

where B is the experimental branching ratio for B ! Xc`⌫̄` and � the theoretical ex-
pression for the rate. Here q denotes the vector of theoretical predictions for the qn

central moments with di↵erent q
2 thresholds, whereas q

meas
denote the corresponding

measured moments. We use the average of the charged and neutral B meson lifetimes
⌧B = (1.579± 0.004) ps [51] and ✓i = {mkin

b ,mc, µ
2

G, µ
2

⇡} denote the constrained parameters
in the fit, further discussed in Sec. 3.2. The covariance matrix is constructed from the sum
of the statistical, systematical and theoretical covariance: C = Cstat + Csyst + Ctheo.

The statistical and systematical covariance matrices are from the Belle and Belle II mea-
surements. In the fit systematic uncertainties are correlated between both sets of moment
measurements, which we further discuss in Sec. 3.4.2.

The theory covariance captures the uncertainty from missing higher-order corrections
in ↵s and the HQE. The prescription used to estimate the theory uncertainties is discussed
in Sec. 3.3. A priori the theory correlations between di↵erent thresholds and orders of
moments are unknown. This lack of knowledge itself constitutes an uncertainty in the
determination of Vcb. We address this problem by introducing two parameters, ⇢cut and
⇢mom, which parametrize the degree of correlation between di↵erent thresholds and orders
of moments. We parametrize the correlation between two moments qn of the same order n
but with di↵erent thresholds q2A and q

2

B as

⇢n[qn(q
2

A), qn(q
2

B)] = ⇢
x
cut

with x =
|q2A � q

2

B|
0.5GeV2

. (23)

This results in a decorrelation of moments with larger separation in terms of the q2 thresh-
olds. Note that a similar functional dependence was used in [10] to parametrize the degree of
decorrelation between moments with di↵erent lepton energy cuts. For moments of di↵erent
orders n and m we construct the degree of correlation as

⇢nm[qm(q
2

A), qn(q
2

B)] = sign(⇢mom) · |⇢mom||m�n| · ⇢n(qn(q2A), qn(q2B)). (24)

We do not choose fixed values for the correlation parameters ⇢cut and ⇢mom, but allow
them to float as nuisance parameters in the fit. This has the benefit that a large number of
hypothesized values for both parameters are profiled, when the uncertainties on the HQE
parameters and Vcb are determined. To constrain both parameters to a meaningful range,
we add two independent penalty terms into (22). We parametrize these functions using a
double Fermi-Dirac function:

fDFD(⇢, a, b) =
1

2(1 + ew(⇢�b))(1 + e�w(⇢�a))
(b > a) , (25)

11



What’s next? - semileptonic decays 38

▸ Sensitivity projections for LFU ratios and additional observables, see also arxiv:2101.08326

FB, M. Sevilla, D. Robinson, G. Wormser

[Rev. Mod. Phys. 94, 015003,arXiv:2101.08326]
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The two categories of measurements

1st Category

Example: Right-handed currents & |Vub |

Measurements that have no or trivial or 
negligible dependence on parameter of interest

2

Standard Model Æ

B Æ Xuln
B Æ tn
B Æ p ln

HFAG BLNP
HFAG
HFAG avg. wê Lattice

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3
2

3

4

5

6

7

8

eR

»V u
bL
»¥
10
3

Standard Model Æ

B Æ Xuln
B Æ tn
B Æ p ln
B Æ rln
B Æ wln

HFAG BLNP
HFAG
HFAG avg. wê Lattice
Belle tagged
Belle tagged

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3
2

3

4

5

6

7

8

eR

»V u
bL
»¥
10
3

FIG. 1. The allowed |V L
ub|� ✏R regions. The black ellipse in the left (right) plot shows the result of a �2 fit using the first three

(four, excluding !) measurements in Table I. The fainter ellipse in the right plot is the same as that in the left plot.

Fit |V L
ub|⇥ 104 ✏R �2 / ndf Prob.

3 modes 4.07± 0.18 �0.17± 0.06 2.5 /1 0.11

4 modes 4.00± 0.17 �0.15± 0.06 4.5 /2 0.11

TABLE II. The results of the �2 fits to the first 3 and all
modes but ! in Table I. The correlation between |V L

ub| and ✏R
in the two fits are 0.01 and 0.01.

esting to explore how the best sensitivity to ✏R may be
obtained using current and near future data sets.

In Section II we discuss the decay rate distributions.
Besides investigating the well known forward-backward
asymmetry, we propose a generalized two-dimensional
asymmetry as a new observable that would be interest-
ing to measure. Additionally we explore the possibility
to extract the full information on the di↵erential rate
by considering asymmetries in all three angles simulta-
neously. In Section III we discuss the theoretical uncer-
tainties in existing form factor calculations. Using re-
sults from a light-cone sum rule calculation [9], we esti-
mate the correlations among the uncertainties. Then we
perform a simultaneous fit to a (simplified) series expan-
sion parametrization of the form factors. In Section IV
we discuss the best theoretical predictions to extract in-
formation on right-handed currents. We investigate the
discriminating contour for the two dimensional asymme-
try. We estimate the sensitivity both with the current
B-factory data, as well as with the anticipated Belle II
dataset to compare the various observables. We use this
information in Section V to explore the impact of the
sensitivity to right-handed currents by performing global
fits simultaneously to |V L

ub| and ✏R assuming di↵erent sce-
narios for both the current B-factory as well as expected
Belle II dataset. Section VI contains our conclusions.

II. POSSIBLE OBSERVABLES

Starting from the Lagrangian in Eq. (1), the B ! ⇢`⌫̄
decay is described by replacing in the matrix element
the vector (V ) and the three axial-vector (A0,1,2) form
factors via

V ! (1 + ✏R)V , Ai ! (1� ✏R)Ai . (2)

(If Im ✏R = 0 then this can be done in the decay rate,
too.) Recently, the similar B ! K⇤`+`� decay has re-
ceived a lot of attention, in which case the decay distribu-
tions are in exact analogy with B ! ⇢`⌫̄ (assuming that
the neutrino is reconstructed). It has been advocated [13]
to use the form factor relations proposed in the heavy
quark limit [14, 15] to construct observables, which are
ratios of terms in the fully di↵erential decay distribution,
to optimize sensitivity to new physics. However, the size
of perturbative and nonperturbative corrections to these
relations are subject to discussions [16–18]. Thus, other
recent papers [19] also have to resort to some extent to
QCD sum rule calculations to estimate the corrections to
the form factor relations, which we discuss in Sec. III.

A. The general parameterization

The fully di↵erential decay rate for the four-body de-
cay B ! ⇢(! ⇡⇡)`�⌫̄` can be written in terms of four
variables. These are conventionally chosen as the mo-
mentum transfer to the dilepton system, q2, and three
angles describing the relative orientation of the final state
particles. As usual, we choose ✓V as the angle of the ⇡+

in the ⇢ restframe with respect to the ⇢ direction in the B
restframe. Similarly, ✓` is the angle of the `� in the dilep-
ton restframe with respect to the direction of the virtual
W� in the B restframe. Finally � is the angle between
the decay planes of the hadronic and leptonic systems
in the B restframe. This convention coincides with the
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angular variables are introduced as discriminators, which do not require an unbinned analysis of
the fully di↵erential distribution, and a detailed study of the corresponding theoretical uncertainties
is performed. A discussion on how binned measurements can access all the angular information
follows, which may be useful in both B ! ⇢`⌫̄ and B ! K⇤`+`�, and possibly essential in the
former decay due to backgrounds. The achievable sensitivity from the available BABAR and Belle
data sets is explored, as well as from the anticipated 50 ab�1 Belle II data.

I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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FIG. 1. The allowed |V L
ub|� ✏R regions. The black ellipse in the left (right) plot shows the result of a �2 fit using the first three

(four, excluding !) measurements in Table I. The fainter ellipse in the right plot is the same as that in the left plot.

Fit |V L
ub|⇥ 104 ✏R �2 / ndf Prob.

3 modes 4.07± 0.18 �0.17± 0.06 2.5 /1 0.11

4 modes 4.00± 0.17 �0.15± 0.06 4.5 /2 0.11

TABLE II. The results of the �2 fits to the first 3 and all
modes but ! in Table I. The correlation between |V L

ub| and ✏R
in the two fits are 0.01 and 0.01.

esting to explore how the best sensitivity to ✏R may be
obtained using current and near future data sets.

In Section II we discuss the decay rate distributions.
Besides investigating the well known forward-backward
asymmetry, we propose a generalized two-dimensional
asymmetry as a new observable that would be interest-
ing to measure. Additionally we explore the possibility
to extract the full information on the di↵erential rate
by considering asymmetries in all three angles simulta-
neously. In Section III we discuss the theoretical uncer-
tainties in existing form factor calculations. Using re-
sults from a light-cone sum rule calculation [9], we esti-
mate the correlations among the uncertainties. Then we
perform a simultaneous fit to a (simplified) series expan-
sion parametrization of the form factors. In Section IV
we discuss the best theoretical predictions to extract in-
formation on right-handed currents. We investigate the
discriminating contour for the two dimensional asymme-
try. We estimate the sensitivity both with the current
B-factory data, as well as with the anticipated Belle II
dataset to compare the various observables. We use this
information in Section V to explore the impact of the
sensitivity to right-handed currents by performing global
fits simultaneously to |V L

ub| and ✏R assuming di↵erent sce-
narios for both the current B-factory as well as expected
Belle II dataset. Section VI contains our conclusions.

II. POSSIBLE OBSERVABLES

Starting from the Lagrangian in Eq. (1), the B ! ⇢`⌫̄
decay is described by replacing in the matrix element
the vector (V ) and the three axial-vector (A0,1,2) form
factors via

V ! (1 + ✏R)V , Ai ! (1� ✏R)Ai . (2)

(If Im ✏R = 0 then this can be done in the decay rate,
too.) Recently, the similar B ! K⇤`+`� decay has re-
ceived a lot of attention, in which case the decay distribu-
tions are in exact analogy with B ! ⇢`⌫̄ (assuming that
the neutrino is reconstructed). It has been advocated [13]
to use the form factor relations proposed in the heavy
quark limit [14, 15] to construct observables, which are
ratios of terms in the fully di↵erential decay distribution,
to optimize sensitivity to new physics. However, the size
of perturbative and nonperturbative corrections to these
relations are subject to discussions [16–18]. Thus, other
recent papers [19] also have to resort to some extent to
QCD sum rule calculations to estimate the corrections to
the form factor relations, which we discuss in Sec. III.

A. The general parameterization

The fully di↵erential decay rate for the four-body de-
cay B ! ⇢(! ⇡⇡)`�⌫̄` can be written in terms of four
variables. These are conventionally chosen as the mo-
mentum transfer to the dilepton system, q2, and three
angles describing the relative orientation of the final state
particles. As usual, we choose ✓V as the angle of the ⇡+

in the ⇢ restframe with respect to the ⇢ direction in the B
restframe. Similarly, ✓` is the angle of the `� in the dilep-
ton restframe with respect to the direction of the virtual
W� in the B restframe. Finally � is the angle between
the decay planes of the hadronic and leptonic systems
in the B restframe. This convention coincides with the
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I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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FIG. 1. The allowed |V L
ub|� ✏R regions. The black ellipse in the left (right) plot shows the result of a �2 fit using the first three

(four, excluding !) measurements in Table I. The fainter ellipse in the right plot is the same as that in the left plot.

Fit |V L
ub|⇥ 104 ✏R �2 / ndf Prob.

3 modes 4.07± 0.18 �0.17± 0.06 2.5 /1 0.11

4 modes 4.00± 0.17 �0.15± 0.06 4.5 /2 0.11

TABLE II. The results of the �2 fits to the first 3 and all
modes but ! in Table I. The correlation between |V L

ub| and ✏R
in the two fits are 0.01 and 0.01.

esting to explore how the best sensitivity to ✏R may be
obtained using current and near future data sets.

In Section II we discuss the decay rate distributions.
Besides investigating the well known forward-backward
asymmetry, we propose a generalized two-dimensional
asymmetry as a new observable that would be interest-
ing to measure. Additionally we explore the possibility
to extract the full information on the di↵erential rate
by considering asymmetries in all three angles simulta-
neously. In Section III we discuss the theoretical uncer-
tainties in existing form factor calculations. Using re-
sults from a light-cone sum rule calculation [9], we esti-
mate the correlations among the uncertainties. Then we
perform a simultaneous fit to a (simplified) series expan-
sion parametrization of the form factors. In Section IV
we discuss the best theoretical predictions to extract in-
formation on right-handed currents. We investigate the
discriminating contour for the two dimensional asymme-
try. We estimate the sensitivity both with the current
B-factory data, as well as with the anticipated Belle II
dataset to compare the various observables. We use this
information in Section V to explore the impact of the
sensitivity to right-handed currents by performing global
fits simultaneously to |V L

ub| and ✏R assuming di↵erent sce-
narios for both the current B-factory as well as expected
Belle II dataset. Section VI contains our conclusions.

II. POSSIBLE OBSERVABLES

Starting from the Lagrangian in Eq. (1), the B ! ⇢`⌫̄
decay is described by replacing in the matrix element
the vector (V ) and the three axial-vector (A0,1,2) form
factors via

V ! (1 + ✏R)V , Ai ! (1� ✏R)Ai . (2)

(If Im ✏R = 0 then this can be done in the decay rate,
too.) Recently, the similar B ! K⇤`+`� decay has re-
ceived a lot of attention, in which case the decay distribu-
tions are in exact analogy with B ! ⇢`⌫̄ (assuming that
the neutrino is reconstructed). It has been advocated [13]
to use the form factor relations proposed in the heavy
quark limit [14, 15] to construct observables, which are
ratios of terms in the fully di↵erential decay distribution,
to optimize sensitivity to new physics. However, the size
of perturbative and nonperturbative corrections to these
relations are subject to discussions [16–18]. Thus, other
recent papers [19] also have to resort to some extent to
QCD sum rule calculations to estimate the corrections to
the form factor relations, which we discuss in Sec. III.

A. The general parameterization

The fully di↵erential decay rate for the four-body de-
cay B ! ⇢(! ⇡⇡)`�⌫̄` can be written in terms of four
variables. These are conventionally chosen as the mo-
mentum transfer to the dilepton system, q2, and three
angles describing the relative orientation of the final state
particles. As usual, we choose ✓V as the angle of the ⇡+

in the ⇢ restframe with respect to the ⇢ direction in the B
restframe. Similarly, ✓` is the angle of the `� in the dilep-
ton restframe with respect to the direction of the virtual
W� in the B restframe. Finally � is the angle between
the decay planes of the hadronic and leptonic systems
in the B restframe. This convention coincides with the
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An interesting possibility to ease the tension between various determinations of |Vub| is to allow
a small right-handed contribution to the standard model weak current. The present bounds on
such a contribution are fairly weak. We propose new ways to search for such a beyond standard
model contribution in semileptonic B ! ⇢`⌫̄ decay. Generalized asymmetries in one, two, or three
angular variables are introduced as discriminators, which do not require an unbinned analysis of
the fully di↵erential distribution, and a detailed study of the corresponding theoretical uncertainties
is performed. A discussion on how binned measurements can access all the angular information
follows, which may be useful in both B ! ⇢`⌫̄ and B ! K⇤`+`�, and possibly essential in the
former decay due to backgrounds. The achievable sensitivity from the available BABAR and Belle
data sets is explored, as well as from the anticipated 50 ab�1 Belle II data.

I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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the fully di↵erential distribution, and a detailed study of the corresponding theoretical uncertainties
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follows, which may be useful in both B ! ⇢`⌫̄ and B ! K⇤`+`�, and possibly essential in the
former decay due to backgrounds. The achievable sensitivity from the available BABAR and Belle
data sets is explored, as well as from the anticipated 50 ab�1 Belle II data.

I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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FIG. 1. The allowed |V L
ub|� ✏R regions. The black ellipse in the left (right) plot shows the result of a �2 fit using the first three

(four, excluding !) measurements in Table I. The fainter ellipse in the right plot is the same as that in the left plot.

Fit |V L
ub|⇥ 104 ✏R �2 / ndf Prob.

3 modes 4.07± 0.18 �0.17± 0.06 2.5 /1 0.11

4 modes 4.00± 0.17 �0.15± 0.06 4.5 /2 0.11

TABLE II. The results of the �2 fits to the first 3 and all
modes but ! in Table I. The correlation between |V L

ub| and ✏R
in the two fits are 0.01 and 0.01.

esting to explore how the best sensitivity to ✏R may be
obtained using current and near future data sets.

In Section II we discuss the decay rate distributions.
Besides investigating the well known forward-backward
asymmetry, we propose a generalized two-dimensional
asymmetry as a new observable that would be interest-
ing to measure. Additionally we explore the possibility
to extract the full information on the di↵erential rate
by considering asymmetries in all three angles simulta-
neously. In Section III we discuss the theoretical uncer-
tainties in existing form factor calculations. Using re-
sults from a light-cone sum rule calculation [9], we esti-
mate the correlations among the uncertainties. Then we
perform a simultaneous fit to a (simplified) series expan-
sion parametrization of the form factors. In Section IV
we discuss the best theoretical predictions to extract in-
formation on right-handed currents. We investigate the
discriminating contour for the two dimensional asymme-
try. We estimate the sensitivity both with the current
B-factory data, as well as with the anticipated Belle II
dataset to compare the various observables. We use this
information in Section V to explore the impact of the
sensitivity to right-handed currents by performing global
fits simultaneously to |V L

ub| and ✏R assuming di↵erent sce-
narios for both the current B-factory as well as expected
Belle II dataset. Section VI contains our conclusions.

II. POSSIBLE OBSERVABLES

Starting from the Lagrangian in Eq. (1), the B ! ⇢`⌫̄
decay is described by replacing in the matrix element
the vector (V ) and the three axial-vector (A0,1,2) form
factors via

V ! (1 + ✏R)V , Ai ! (1� ✏R)Ai . (2)

(If Im ✏R = 0 then this can be done in the decay rate,
too.) Recently, the similar B ! K⇤`+`� decay has re-
ceived a lot of attention, in which case the decay distribu-
tions are in exact analogy with B ! ⇢`⌫̄ (assuming that
the neutrino is reconstructed). It has been advocated [13]
to use the form factor relations proposed in the heavy
quark limit [14, 15] to construct observables, which are
ratios of terms in the fully di↵erential decay distribution,
to optimize sensitivity to new physics. However, the size
of perturbative and nonperturbative corrections to these
relations are subject to discussions [16–18]. Thus, other
recent papers [19] also have to resort to some extent to
QCD sum rule calculations to estimate the corrections to
the form factor relations, which we discuss in Sec. III.

A. The general parameterization

The fully di↵erential decay rate for the four-body de-
cay B ! ⇢(! ⇡⇡)`�⌫̄` can be written in terms of four
variables. These are conventionally chosen as the mo-
mentum transfer to the dilepton system, q2, and three
angles describing the relative orientation of the final state
particles. As usual, we choose ✓V as the angle of the ⇡+

in the ⇢ restframe with respect to the ⇢ direction in the B
restframe. Similarly, ✓` is the angle of the `� in the dilep-
ton restframe with respect to the direction of the virtual
W� in the B restframe. Finally � is the angle between
the decay planes of the hadronic and leptonic systems
in the B restframe. This convention coincides with the
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I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0

�B0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

Le↵ = �
4GF
p
2
V L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µPL`) + h.c.,

(1)
where PL,R = (1⌥�5)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u
and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|

assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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An interesting possibility to ease the tension between various determinations of |Vub| is to allow
a small right-handed contribution to the standard model weak current. The present bounds on
such a contribution are fairly weak. We propose new ways to search for such a beyond standard
model contribution in semileptonic B ! ⇢`⌫̄ decay. Generalized asymmetries in one, two, or three
angular variables are introduced as discriminators, which do not require an unbinned analysis of
the fully di↵erential distribution, and a detailed study of the corresponding theoretical uncertainties
is performed. A discussion on how binned measurements can access all the angular information
follows, which may be useful in both B ! ⇢`⌫̄ and B ! K⇤`+`�, and possibly essential in the
former decay due to backgrounds. The achievable sensitivity from the available BABAR and Belle
data sets is explored, as well as from the anticipated 50 ab�1 Belle II data.
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inclusive determination and that based on B ! ⇡ `⌫̄ is
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related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|

is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B0
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Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
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Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,
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and b ! c transitions is model dependent (see, however,
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assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
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The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �2 fit for |V L

ub| � ✏R without and with
B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]

ar
X

iv
:1

40
8.

25
16

v1
  [

he
p-

ph
]  

11
 A

ug
 2

01
4



# 95

NP Interpretation Strategies for Hb → Hcτν̄

Just fit ratios, hope that bias is small

with respect to the current precision#1

Frankly a perfectly sane strategy; after all the 
experiments do not provide any other information 
one could use and not all measurements might 
have such a strong dependence as e.g. BaBar

#2 Fold your model into the MC 
simulation, directly confront the data

#3
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Provide theorists with direct 
measurements of Wilson 
coefficients; these can be used to 
confront your favorite model

Benefit: no biases, more sensitivity as shape of all 
kinematic distributions help distinguish between models

a fairly prominent problem

[to appear soon]



Use kinematic quantities (e.g. ) 
to subtract background

|p*ℓ | , m2
miss, q2

ℛ(D(*)) =
Nsig

Nnorm
×

ϵnorm

ϵsig
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bins with equidistant bin widths for |p∗
! | ∈ (0.2, 2.2)GeV

and m2
miss ∈ (−2, 10)GeV2. The fits determine either

R(D(∗)), or the real and imaginary parts of Wilson coeffi-
cients. The preferred SM coupling is determined simultane-
ously, in order to remove explicit dependence on |Vcb|.

We construct an Asimov data set [26] assuming the frac-
tions and total number of events in Table 2, following from
the number of events in Ref. [1,24]. In the scans, the total
number of events corresponds to an approximate integrated
luminosity of 5 ab−1 of Belle II collisions. We assume events
are reconstructed in two categories targeting B → D τ ν̄ and
B → D∗τ ν̄. A fit for the real and imaginary parts of a sin-
gle Wilson coefficient plus the (real) SM coupling thus has
2 × 12 × 12 − 3 = 285 degrees of freedom.

A sizable downfeed background from D∗ mesons misre-
constructed as a D is expected in the B → D τ ν̄ channel via
both the B → D∗ τ ν̄ and B → D∗ !ν̄ decays. This is taken
into account by partitioning the simulated B → D∗τν and
B → D∗!ν events into two samples: One with the correct
m2

miss = (pB − pD∗ − p!)
2 and the other with the misrecon-

structedm2
miss = (pB−pD−p!)

2, which omits the slow pion.
This downfeed reduces the sensitivity for the case that NP
couplings induce opposite effects on the B → Dτ ν̄ versus
B → D∗τ ν̄ total rates or shapes. In addition to semileptonic
processes, we assume the presence of an irreducible back-
ground from secondaries (i.e., leptons from semileptonic D
meson decays), fake leptons (i.e., hadrons that were misiden-
tified as leptons) and semileptonic decays from higher charm
resonances (i.e., D∗∗ states). The irreducible background is
modeled in a simplified manner by assuming 10 background
events in each of the 12×12 bins, totaling overall 1440 events
per category.

Figure 1 shows the impact on the fit variables of three
benchmark models that we use to investigate the effects of
new physics:

i) The R2 leptoquark model, which sets SqLlL & 8 TqLlL
(including RGE; see, e.g., Refs. [27,28]);

ii) A pure tensor model, via TqLlL ;
iii) A right-handed vector model, via VqRlL .

For the ratio plots in Fig. 1, we fix the NP Wilson coeffi-
cients to specific values to illustrate the shape changes they
induce in |p∗

! | and m2
miss. The R2 leptoquark model and ten-

sor model exhibit sizable shape changes. The right-handed
vector model shows only an overall normalization change for
B → D τ ν̄, with no change in shape compared to the SM,
because the axial-vector B → D hadronic matrix element
vanishes by parity and angular momentum conservation. For
B → D∗, both vector and axial vector matrix elements are
nonzero, so that introducing a right-handed vector current
leads to shape and normalization changes.

Fig. 1 The ratios of differential distributions with respect to the SM,
as functions of |p∗

! | and m2
miss, for various Wilson coefficient working

points. For more details see text

Fig. 2 The B → D τ ν̄ (top) and B → D∗τ ν̄ (bottom) distributions in
|p∗

! | and m2
miss in the Asimov data set. The number of events correspond

to an estimated number of reconstructed events at Belle II with 5 ab−1

Figure 2 shows the projections of the constructed Asimov
data set, as well as the distributions expected for the three NP
models. The latter have the same couplings as those shown
in Fig. 1.
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Figure 28 Top: Typical variation of experimental acceptances for the 2HDM, the leptoquark models R2 and S1, and a pure
tensor current, normalized with respect to the SM acceptance "SM, for B ! D⌧⌫ (blue) and B ! (D⇤

! D⇡)⌧⌫ (red), with
⌧ ! e⌫⌫. The dotted, solid and dashed lines show the resulting acceptances for q

2 resolutions (see text) of 0.8, 1.2 and 1.6 GeV2,
respectively. Bottom: Variation in R(D(⇤))/R(D(⇤))SM for the same models.

such, typically many phenomenological interpretations of
these results simply require that any New Physics (NP)
accounts for the measured ratios (or other observables
such as polarization fractions) within quoted uncertain-
ties. However, this naive approach may lead to biases in
NP interpretations.

The reason for this is that in practice, as discussed in
Sec. IV, the R(D(⇤)) ratios are recovered from fits in mul-
tiple reconstructed observables. In these fits, the signal
B ! D

(⇤)
⌧⌫ decay distributions (as well as backgrounds)

are assumed to have SM shapes—their reconstructed ob-
servables are assumed to have an SM template—while
their normalization is allowed to float independently. In
the SM, the ratio of R(D)/R(D⇤) is itself tightly pre-
dicted up to small form factor uncertainties. Thus, the
current experimental approach can be thought of intro-
ducing a NP fit template, that is parametrized by varia-
tion in the double ratio R(D)/R(D⇤) as well as, say, the
overall size of R(D⇤).

Variation of R(D⇤), while keeping R(D)/R(D⇤) fixed
to its SM prediction, is consistent with NP contribu-
tions from the cVL Wilson coe�cient. This Wilson coef-
ficient by definition still generates SM-like distributions:
so that incorporating cVL contributions is self-consistent
with the fit template assumptions from which the mea-
sured R(D(⇤)) values were recovered.

However, to explain the variation in R(D)/R(D⇤)
from the SM prediction requires further NP contribu-
tions, that generically also alter the B ! D

(⇤)
⌧⌫ sig-

nal (and some background) decay distributions and ac-
ceptances. (It is possible that there exist NP contri-
butions which only modify the neutrino distributions.
Because the experiments marginalize over missing en-
ergy, this particular NP could permit R(D)/R(D⇤) to
simultanteously float from the SM prediction while pre-
serving the SM template for reconstructed observables.)
These NP contributions are thus generically inconsis-
tent with the assumed SM template in the current mea-
surement and fit, and may a↵ect the recovered values
of R(D(⇤)) themselves. As a result, while the current
world-average for R(D)–R(D⇤) unambiguously indicates
a tension with the SM, it does not a priori allow for a
self-consistent NP interpretation or explanation. A self-
consistent BSM measurement of any recovered observ-
able instead requires e.g. dedicated fit templates for each
BSM point of interest, which we discuss further below.

A similar tension with the SM can be established when
additional observables such as asymmetries, longitudinal
fractions, or polarization fractions are compared to SM
predictions (see Sec. II.D.2), and there is much litera-
ture studying their in-principle NP discrimination power.
However, the same caveat with regard to NP interpreta-
tions applies: NP contributions may alter the recovered
values of these parameters.
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/ϵ
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SM Efficiency
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Slightly dramatic example of what could happen

  883 Page 6 of 18 Eur. Phys. J. C           (2020) 80:883 

Fig. 3 Top: Illustrations of biases from fitting an SM template to three
NP ‘truth’ benchmark models: the 2HDM type II with SqRlL = −2
(left), SqRlL = 0.75i (middle), and the R2 leptoquark model with
SqLlL = 8 TqLlL = 0.25+0.25i (right). The orange dot corresponds to
the predicted ‘true value’ of R(D(∗)) for the NP model, to be compared
to the recovered 68%, 95% and 99% CLs of the SM fit to the NP Asi-

mov data sets (with uncertainties estimated to correspond to ∼ 5 ab−1)
in shades of red. Bottom: The best fit regions for the 2HDM and R2
model Wilson coefficients obtained from fitting R(D(∗)) NP predic-
tions to the recovered R(D(∗)) CLs for each NP model. The shades
of red denote CLs as in the top row. The best fit (true value) Wilson
coefficients are shown by black (orange) dots

For two NP models, the recovered ratios from fitting the Asi-
mov data set exclude the truth R(D(∗))th values at ! 4σ ,
and the other at 3σ . The recovered ratios show deviations
from the SM comparable in size (but in some cases a dif-
ferent direction) to the current world average R(D(∗)), and
much smaller than the deviations expected from the truth
R(D(∗))th values. This illustrates the sizable bias in the mea-
sured R(D(∗)) values that may be presumed to ensue from
carrying out fits with an SM template, if NP actually con-
tributes to the measurements. We emphasize that the degree
to which a particular NP model is actually affected by this
type of bias – including the size and direction of the bias –
may be sensitive to the details of the experimental framework
and is therefore a question that can only be answered within
each experimental analysis.

We also show in Fig. 3 the equivalent bias arising from
a naïve fit of the R(D(∗)) NP prediction that attempts to
recover the complex Wilson coefficient. This is done by
parametrizing R(D(∗))th = R(D(∗))[cXY ], and fitting this
expression to the recovered R(D(∗))rec values. Explicitly,
one calculates CLs in the Wilson coefficient space via the
two degree of freedom chi-square χ2 = vT σ−1

R(D(∗))v, with

v =
(
R(D)th − R(D)rec , R(D∗)th − R(D∗)rec

)
. The result-

ing best fit Wilson coefficient regions similarly exclude the
truth values.

Thus, the allowed or excluded regions of NP cou-
plings determined from fits to the R(D(∗)) measurements
must be treated with caution, as these fits do not include
effects of the NP distributions in the MC templates. Sim-
ilarly, results of global fits should be interpreted carefully
when assessing the level of compatibility with specific NP
scenarios.

2.4 New physics Wilson coefficient fits

Instead of considering observables like R(D(∗)), for phe-
nomenological studies to be able to properly make inter-
pretations and test NP models, experiments should provide
direct constraints on NP Wilson coefficients themselves. For
example, this could be done with simplified likelihood ratios
that profile out all irrelevant nuisance parameters from, e.g.,
systematic uncertainties or information from sidebands or
control channels, or by other means.
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truth values.

Thus, the allowed or excluded regions of NP cou-
plings determined from fits to the R(D(∗)) measurements
must be treated with caution, as these fits do not include
effects of the NP distributions in the MC templates. Sim-
ilarly, results of global fits should be interpreted carefully
when assessing the level of compatibility with specific NP
scenarios.

2.4 New physics Wilson coefficient fits

Instead of considering observables like R(D(∗)), for phe-
nomenological studies to be able to properly make inter-
pretations and test NP models, experiments should provide
direct constraints on NP Wilson coefficients themselves. For
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Note: the values were chosen intentionally not to reproduce the measured values to avoid the 
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Challenge: Produce MC for each NP working point 

-
Need a MC generator that incorporates all NP 
effects and modern form factors

(e.g. EvtGen does not)

-
Very expensive; MC statistics is 
already one of the largest systematic 
uncertainties on these measurements

HAMMER offers a 
solution to these problems

SM or Phase-space MC can be corrected 
to NP or FFs via ratio of event weights

SciPost Physics Submission

the relevant ten four-Fermi operators. In addition, changes of hadronic form factors to559

evaluate uncertainties or float such as additional nuisance parameters in a minimization560

problem, can be introduced. Although the code itself does not directly construct like-561

lihoods, it provides the LHCb and Belle II experiment with the necessary key tools to562

present experimental data in a model-independent way—a concrete toy example of which563

is discussed in Section 4.4.3. The code further allows experiments to reuse their large564

dedicated SM MC samples for new physics interpretations. The algorithm is based on565

event-weights of the form566

X

↵,i,�,j

c↵c†
�
FiF

†
j

W↵i�j , (11)

that are proportional to the ratio of the differential rates (and thus depends on the final567

state kinematics). Here c↵/� denote Standard Model (SM) or new physics (NP) Wilson568

coefficients, W↵i�j denote a weight tensor (built from the relevant amplitudes describing569

a process in question), and Fi/j encode hadronic form factors. The key realization is that570

the sub-sum
P

ij
FiF

†
j

W↵i�j is independent of the Wilson coefficients. Once this object571

is computed for a specific event it can be contracted with any choice of new physics to572

generate efficiently an event weight. In an eventual fit, observed events often are described573

by binned data. This allows one to carry out the individual sub-sums and store them in574

histograms, which in turn can be used to produce efficient prediction functions. In Ref. [54]575

an interface for RooFit was presented, which admits an alternative usage in standalone576

RooFit/HistFactory analyses.577

Fermitools The Fermi Large Area Telescope (Fermi-LAT) is a space-based gamma-ray578

telescope launched in 2008 and operational since then. The LAT has all the basic ingre-579

dients of a particle physics detector (silicon tracker, CsI calorimeter, veto detector) [55]580

and mainly provides the directions and energies of the observed gamma rays. The re-581

quirement that the data and associated analysis tools be published approximately a year582

after the end of commissioning led to the development of Fermitools [56], which provide583

pre-defined, and allow user-defined, statistical models to be convolved with parametrized584

detector response functions. Different classes of event selections are offered with respec-585

tive response functions corresponding to different levels of background [57]. Examples of586

relevance to particle physics include the search for annihilation signals from dark matter587

in dwarf galaxies [58, 59]. Another example, where these tools have been applied by users588

outside of the Fermi-LAT Collaboration is the characterization of an excess of gamma rays589

from the center of the Milky Way in terms of dark matter (see, for example, Ref. [60]).590

The approach taken by Fermi-LAT is not so much to publish likelihood functions for591

given models but rather to provide the community with easy to use tools to allow individual592

scientists to implement their own analysis. Models of universal backgrounds (isotropic,593

galactic diffuse gamma-ray emission and point sources) are provided as templates (in fits594

format or as text files) [61]. Likelihoods for specific models given specific datasets are595

not published as part of the Fermitools, but some individual analyses decided to publish596

likelihood functions in machine-readable format (see e.g. Ref. [59]). An early example of597

application of Fermitools in a particle physics context is the use of data for dwarf galaxies598

to search for supersymmetric dark matter [58,59]. In this case the publicly available event599

selection, detector response functions and backgrounds were used but the convolution with600

detector response functions was implemented by the author for faster computation. Current601

implementations of BSM global fits (see also Section 4.7) use the above mentioned machine-602

readable likelihoods.603
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6

covered R(D(⇤))rec values. Explicitly, one calculates
CLs in the Wilson coe�cient space via the two de-
gree of freedom chi-square �

2 = vT
�
�1
R(D(⇤))

v, with

v =
�
R(D)th �R(D)rec , R(D⇤)th �R(D⇤)rec

�
. The re-

sulting best fit Wilson coe�cient regions similarly ex-
clude the truth values.

Thus, the allowed or excluded regions of NP cou-
plings determined from fits to the R(D(⇤)) measure-
ments must be treated with caution, as these fits do
not include e↵ects of the NP distributions in the MC
templates. Similarly, results of global fits should be in-
terpreted carefully when assessing the level of compat-
ibility with specific NP scenarios.

2.4 New physics Wilson coe�cient fits

Instead of considering observables like R(D(⇤)), for phe-
nomenological studies to be able to properly make inter-
pretations and test NP models, experiments should pro-
vide direct constraints on NP Wilson coe�cients them-
selves. For example, this could be done with simplified
likelihood ratios that profile out all irrelevant nuisance
parameters from, e.g., systematic uncertainties or infor-
mation from sidebands or control channels, or by other
means.

As an example, we now use Hammer to perform such
a fit for the real and imaginary parts of the NP Wilson
coe�cients, using the set of three NP models in Sec. 2.2
as templates. These are fit to the same two truth bench-
mark scenarios as in Fig. 4: a truth SM Asimov data set;
and a truth Asimov data set reweighted to the 2HDM
Type II with SqRlL = �2.

Figure 4 shows in shades of red the 68%, 95% and
99% confidence levels (CLs) of the three NP model
scans of SM Asimov data sets. For the SM truth bench-
mark, the corresponding best fit points are always at
zero NP couplings. The derived CLs then correspond
to the expected median exclusion of the fitted NP cou-
pling under the assumption the SM is true.

We further show in shades of yellow the same fit CLs
for the 2HDM truth benchmark Asimov data set. These
latter fits illustrate a scenario in which NP is present,
but is analyzed with an incomplete or incorrect set of
NP Wilson coe�cients. Depending on the set of coe�-
cients, we see from the ��

2 of the best fit points that
the new physics might be obfuscated or wrongly iden-
tified. This underlines the importance for LHCb and
Belle II to eventually carry out an analysis in the full
multi-dimensional space of Wilson coe�cients, spanned
by the operators listed in Table 1.

3 The Hammer library

In this section we present core interface features and
calculational strategies of the Hammer library. Details
of the code structure, implementation, and use, can be
found in the Hammer manual [40]; here we provide only
an overview.

3.1 Reweighting

We consider an MC event sample, comprising a set of
events indexed by I, with weights wI and truth-level
kinematics {q}I . Reweighting this sample from an ‘old’
to a ‘new’ theory requires the truth-level computation
of the ratio of the di↵erential rates

rI =
d�

new
I

/dPS

d�
old
I

/dPS
, (3)

applied event-by-event via the mapping wI 7! rIwI .
The ‘old’ or ‘input’ or ‘denominator’ theory is typically
the SM plus (where relevant) a hadronic model — that
is, a form factor (FF) parametrization. (It may also
be composed of pure phase space (PS) elements, see
App. A.2.) The ‘new’ or ‘output’ or ‘numerator’ the-
ory may involve NP beyond the Standard Model, or a
di↵erent hadronic model, or both.

Historically, the primary focus of the library is
reweighting of b ! c`⌫ semileptonic processes, often
in multistep cascades such as B ! D

(⇤,⇤⇤)(! DY ) ⌧(!
X⌫)⌫̄. However, the library’s computational structure is
designed to be generalized beyond these processes, and
we therefore frame the following discussion in general
terms, before returning to the specific case of semilep-
tonic decays.

3.2 New Physics generalizations

The Hammer library is designed for the reweighting of
processes via theories of the form

L =
X

↵

c↵ O↵ . (4)

where O↵ are a basis of operators, and c↵, are SM or
NPWilson coe�cients (defined at a fixed physical scale;
mixing of the Wilson coe�cients under RG evolution,
if relevant, must be accounted for externally to the li-
brary). We specify in Table 1 the conventions used for
various b ! c`⌫ four-Fermi operators and other pro-
cesses included in the library.

The corresponding process amplitudes may be ex-
pressed as linear combinations c↵A↵. They may also be
further expressed as a linear sum with respect to a basis
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FIG. 2. Example process tree for a decay cascade involving 10 particles (numbers), 4 vertices

(circles) and 3 edges (dark lines).

of the signatures of available Amplitude classes. A similar technique, using the hash of

the hadronic particles in a vertex, is used to identify whether form factors are needed at

each vertex. (If form factors are required at a vertex, Hammer will obtain the relevant form

factor parameterization as specified by the user for the hadronic transition in question.)

If no amplitude is found for a vertex, hammer will simply skip this step of the cascade.

This behavior means that hammer implicitly prunes potentially highly extended cascades,

providing an amplitude tensor only for vertices Hammer ‘knows’ (i.e. the parts of the cascade

we care about for understanding NP e↵ects or FF parametrizations).

In certain cases the strategy adopted for determining the process amplitude is more

sophisticated than a vertex-by-vertex approach. For certain decays, it can be computation-

ally advantageous to calculate an amplitude for two adjacent amplitudes. For example, in

B ! (D⇤
! D�)`⌫, simpler expressions can be obtained if one calculates the entire ‘merged’

amplitude, treating the D⇤ as an onshell internal state, rather than two separate amplitudes

exchanging D
⇤ spin. Similarly, for ⌧ ! (⇢ ! ⇡⇡)⌫, treatment of non-resonant e↵ects from

the broad ⇢ motivate expressing this amplitude as one merged amplitude, even though in the

process tree it would be represented as two vertices. Multistep decays involving the broad

D
⇤⇤ may also be more tractable when merged in this manner. Thus in additional to vertex

amplitudes, Hammer is also capable of processing ‘edge’ amplitudes, that is, one amplitude

belonging to two adjacent vertices connected by an edge in the process tree. It can therefore

happen that although Hammer does not know the amplitude for a particular vertex, it does

know an edge amplitude involving that vertex and another.

To explain what this means in practice for the user, it’s useful to introduce a vertex

and edge notation for the process tree. If Hammer knows the amplitude at a vertex, the

vertex is denoted by a filled circle, and if unknown, by an open circle. If an edge vertex

is available for two vertices, we connect them by a double line. This leads to five di↵erent

types of amplitude combinations, defined in Table I. The arithmetic followed by Hammer in
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bins with equidistant bin widths for |p∗
! | ∈ (0.2, 2.2)GeV

and m2
miss ∈ (−2, 10)GeV2. The fits determine either

R(D(∗)), or the real and imaginary parts of Wilson coeffi-
cients. The preferred SM coupling is determined simultane-
ously, in order to remove explicit dependence on |Vcb|.

We construct an Asimov data set [26] assuming the frac-
tions and total number of events in Table 2, following from
the number of events in Ref. [1,24]. In the scans, the total
number of events corresponds to an approximate integrated
luminosity of 5 ab−1 of Belle II collisions. We assume events
are reconstructed in two categories targeting B → D τ ν̄ and
B → D∗τ ν̄. A fit for the real and imaginary parts of a sin-
gle Wilson coefficient plus the (real) SM coupling thus has
2 × 12 × 12 − 3 = 285 degrees of freedom.

A sizable downfeed background from D∗ mesons misre-
constructed as a D is expected in the B → D τ ν̄ channel via
both the B → D∗ τ ν̄ and B → D∗ !ν̄ decays. This is taken
into account by partitioning the simulated B → D∗τν and
B → D∗!ν events into two samples: One with the correct
m2

miss = (pB − pD∗ − p!)
2 and the other with the misrecon-

structedm2
miss = (pB−pD−p!)

2, which omits the slow pion.
This downfeed reduces the sensitivity for the case that NP
couplings induce opposite effects on the B → Dτ ν̄ versus
B → D∗τ ν̄ total rates or shapes. In addition to semileptonic
processes, we assume the presence of an irreducible back-
ground from secondaries (i.e., leptons from semileptonic D
meson decays), fake leptons (i.e., hadrons that were misiden-
tified as leptons) and semileptonic decays from higher charm
resonances (i.e., D∗∗ states). The irreducible background is
modeled in a simplified manner by assuming 10 background
events in each of the 12×12 bins, totaling overall 1440 events
per category.

Figure 1 shows the impact on the fit variables of three
benchmark models that we use to investigate the effects of
new physics:

i) The R2 leptoquark model, which sets SqLlL & 8 TqLlL
(including RGE; see, e.g., Refs. [27,28]);

ii) A pure tensor model, via TqLlL ;
iii) A right-handed vector model, via VqRlL .

For the ratio plots in Fig. 1, we fix the NP Wilson coeffi-
cients to specific values to illustrate the shape changes they
induce in |p∗

! | and m2
miss. The R2 leptoquark model and ten-

sor model exhibit sizable shape changes. The right-handed
vector model shows only an overall normalization change for
B → D τ ν̄, with no change in shape compared to the SM,
because the axial-vector B → D hadronic matrix element
vanishes by parity and angular momentum conservation. For
B → D∗, both vector and axial vector matrix elements are
nonzero, so that introducing a right-handed vector current
leads to shape and normalization changes.

Fig. 1 The ratios of differential distributions with respect to the SM,
as functions of |p∗

! | and m2
miss, for various Wilson coefficient working

points. For more details see text

Fig. 2 The B → D τ ν̄ (top) and B → D∗τ ν̄ (bottom) distributions in
|p∗

! | and m2
miss in the Asimov data set. The number of events correspond

to an estimated number of reconstructed events at Belle II with 5 ab−1

Figure 2 shows the projections of the constructed Asimov
data set, as well as the distributions expected for the three NP
models. The latter have the same couplings as those shown
in Fig. 1.

123

Dℓ

D*ℓ

Dτν̄τDℓν̄ℓ

D*ℓν̄ℓ
D*τν̄τ

D*τν̄τ
D*ℓν̄ℓ
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m2
miss : |p*ℓ |

Semileptonic decays	at	B	Factories
• e+/e-	collisions	producing	ϒ(4S) →BB̅ 

• Using	fully	reconstructed	B-tag	and	a	
constraint	to	the	ϒ(4S) mass,	possible	to	
measure	the	momentum	of	the	B-signal

à”A	beam	of	B	mesons!”

• Then,	the	missing	mass	(neutrinos)	can	be	
measured	with	high	precision.

• Small	(~10-3)	B-tag	efficiency	compensated	
by	large	integrated	luminosity	
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As an example, we now use Hammer to perform such a fit
for the real and imaginary parts of the NP Wilson coefficients,
using the set of three NP models in Sect. 2.2 as templates.
These are fit to the same two truth benchmark scenarios as in
Fig. 4: a truth SM Asimov data set; and a truth Asimov data
set reweighted to the 2HDM Type II with SqRlL = −2.

Figure 4 shows in shades of red the 68%, 95% and 99%
confidence levels (CLs) of the three NP model scans of SM
Asimov data sets. For the SM truth benchmark, the corre-
sponding best fit points are always at zero NP couplings. The
derived CLs then correspond to the expected median exclu-
sion of the fitted NP coupling under the assumption the SM
is true.

We further show in shades of yellow the same fit CLs for
the 2HDM truth benchmark Asimov data set. These latter fits
illustrate a scenario in which NP is present, but is analyzed
with an incomplete or incorrect set of NP Wilson coefficients.
Depending on the set of coefficients, we see from the ∆χ2 of
the best fit points that the new physics might be obfuscated or
wrongly identified. This underlines the importance for LHCb
and Belle II to eventually carry out an analysis in the full
multi-dimensional space of Wilson coefficients, spanned by
the operators listed in Table 1.

3 The Hammer library

In this section we present core interface features and cal-
culational strategies of the Hammer library. Details of the
code structure, implementation, and use, can be found in the
Hammer manual [40]; here we provide only an overview.

3.1 Reweighting

We consider an MC event sample, comprising a set of events
indexed by I , with weights wI and truth-level kinematics
{q}I . Reweighting this sample from an ‘old’ to a ‘new’ the-
ory requires the truth-level computation of the ratio of the
differential rates

rI =
dΓ new

I /dPS
dΓ old

I /dPS
, (3)

applied event-by-event via the mapping wI "→ rIwI . The
‘old’ or ‘input’ or ‘denominator’ theory is typically the SM
plus (where relevant) a hadronic model — that is, a form
factor (FF) parametrization. (It may also be composed of
pure phase space (PS) elements, see App. A.2.) The ‘new’ or
‘output’ or ‘numerator’ theory may involve NP beyond the
Standard Model, or a different hadronic model, or both.

Historically, the primary focus of the library is reweight-
ing of b → c$ν semileptonic processes, often in multistep
cascades such as B → D(∗,∗∗)(→ DY ) τ (→ Xν)ν̄. How-

Fig. 4 The 68%, 95% and 99% CL allowed regions of the three models
under consideration, from fitting the SM (red) and 2HDM type II (yellow
and with SqRlL = −2) Asimov data sets. (Top) R2 leptoquark model
with SqLlL = 8TqLlL ; (middle) NP in the form of a left-handed tensor
coupling; (bottom) NP in the form of a right-handed vector coupling

ever, the library’s computational structure is designed to be
generalized beyond these processes, and we therefore frame
the following discussion in general terms, before returning
to the specific case of semileptonic decays.
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