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LAYOUT

1. Context and problem statement


2. A flexible modelling of noise


3. Results of detection tests
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3CONTEXT AND PROBLEM STATEMENT

▸ Detecting, or not detecting a primordial SGWB, will bring unique information to:


✦ Constrain models of the early Universe (first-order phase transition, inflation)


✦ Explore particle physics beyond the standard model

LISA

[LISA Cosmology WG 2022]
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Reference Model components Method Performance

Cornish and Larson 2001 SGWB + noise Cross-correlation assuming several 
detectors, old LISA design ΩGW(f) > 7 × 10−12 @3mHz 

Adams and Cornish SGWB + noise Power law, MCMC Ω0  > 1.7×10−13

Caprini et al. 2019 SGWB + noise Template-free, local fitting of power laws Ω2/3  > 5.4×10−12 with f0 = 1 mHz

Pieroni and Barauss 2020 SGWB + foreground + noise Template free, principal component analysis Ω0  > 6×10−13

Karnesis et al. 2020 SGWB + noise Excess of power, analytical Bayes factors Ω2/3  > 4.2×10−12 with f0 = 1 mHz

Flauger et al. 2021 SGWB + foreground + noise Template free, MCMC Ω2/3  > 3.8×10−12 with f0 = 1 mHz

Boileau et al 2021 SGWB + foreground + noise Power-law, Fisher + MCMC Ω0  > 10−13 -10−14

CONTEXT AND PROBLEM STATEMENT

Adapted and extended from Boileau+ 2021 
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▸ Two main limitations:


✦ Assume a fixed noise shape


✦ Use frequency-domain data simulations
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▸ Instrumental stochastic processes must be very precisely accounted for to allow for a detection

5CONTEXT AND PROBLEM STATEMENT

▸ We cannot fully rely on a fixed instrumental noise models (Cf. LISA Pathfinder)

▸ We need


✦ a noise model that is as robust and flexible as possible


✦ realistic instrumental data simulations

▸ Nevertheless, we need to make assumptions

Our study

✦ Isotropic, stationary SGWB

✦ Noise PSD is smooth on mHz scales

✦ All interferometer noises are equal 

✦ All resolvable GW sources have been removed (!!!!)
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▸ For a robust detection, we use 2 ingredients:

✦ Model the noise and GW transfer functions as matrices 

✦ A generic noise model with wide priors

6FLEXIBLE MODELLING OF NOISE

d̃ = M(F h̃ + ñ)

Cd ≡ Cov(d̃) = Rh Sh(θh)+Rn Sn(θn)

TDI response matrix Arm response matrix GW strain Single-link noise vector

TDI data

Full TDI covariance

Rn = MM†

Rh = MFF†M†

GW strain PSD Noise PSD

d̃ = (X̃, Ỹ, Z̃)⊺
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▸ Set of cubic splines to model the single-link noise log-PSD:

7FLEXIBLE MODELLING OF NOISE

log Sn( f ) =
K−1

∑
j=0

cjBj (f, ξ)

Spline amplitudes Spline locations

▸ Power-law template to model the SGWB PSD:

Sh( f ) = Ωm( f )
3H2

0

4π2f 3
Ωm( f ) = Ωm,0 ( f

f0 )
n

Energy density Power-law index
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j+m

∑
k=j−m

d̃( fk)d̃( fk)†
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▸ To reduce the data size we average the periodogram (x 100 compression)

8DATA COMPRESSION

P̄( fj) =
j+m

∑
k=j−m

d̃( fk)d̃( fk)†

P( f ) = d̃( f )d̃( f )†

log p(P̄( f ) |θ) = − tr(νC−1
d P̄( f )) − ν log Cd( f ) .

▸ The distribution of the averaged periodogram is a complex Wishart distribution
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▸ Data analysis :


✦ Sampling posterior distributions with parallel tempered MCMC


✦ Uniform priors on GW parameters  and 


✦ Uniform prior on noise PSD level: 1 order of magnitude deviation allowed

Ωm0 ∈ [10−16, 10−14] n ∈ [−5, 7]

DETECTION APPROACH
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▸ Data analysis :


✦ Sampling posterior distributions with parallel tempered MCMC


✦ Uniform priors on GW parameters  and 


✦ Uniform prior on noise PSD level: 1 order of magnitude deviation allowed

Ωm0 ∈ [10−16, 10−14] n ∈ [−5, 7]

DETECTION APPROACH

d̃ = M(F h̃ + ñ)
d̃ = Mñ

▸ Detection using Bayesian model comparison


✦ Hypothesis H0: only noise in the data


✦ Hypothesis H1: presence of a SGWB

Zi = ∫Θ
p(d |θ, Hi) p(θ) dθ B10 =

Z1

Z0

▸ Aim: compute the Bayes factors for a range of configurations ( )Ωm0, n
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▸ Example with n = 0, Ω0 = 1.8e-13


▸ Data contains noise + signal


▸ Model includes noise + signal (H1)

10RESULTS: POSTERIORS



Quentin Baghi - LIDA Workshop - Nov 24th, 2022

11RESULTS: POSTERIORS

Under H1



Quentin Baghi - LIDA Workshop - Nov 24th, 2022

11RESULTS: POSTERIORS

Under H1 Under H0



Quentin Baghi - LIDA Workshop - Nov 24th, 2022

11RESULTS: POSTERIORS

Under H1 Under H0



Quentin Baghi - LIDA Workshop - Nov 24th, 2022

11RESULTS: POSTERIORS

Under H1 Under H0

 → Large evidence for H1log10 ℬ10 = 3.8
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Preliminary

RESULTS: BAYES FACTORS
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Ω0 ∼ 1.7 × 10−13

Example: cosmic string model

Preliminary

RESULTS: BAYES FACTORS
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▸ But for some extreme values of n it’s hard to converge to accurate posteriors (ambiguity)

14RESULTS

Example with n = − 3, Ω0 = 1.8 × 10−13

Preliminary



Quentin Baghi - LIDA Workshop - Nov 24th, 2022

▸ But for some extreme values of n it’s hard to converge to accurate posteriors (ambiguity)

14RESULTS

Example with n = − 3, Ω0 = 1.8 × 10−13

Preliminary



Quentin Baghi - LIDA Workshop - Nov 24th, 2022

▸ But for some extreme values of n it’s hard to converge to accurate posteriors (ambiguity)

14RESULTS

Example with n = − 3, Ω0 = 1.8 × 10−13

Preliminary

 → Large evidence for H1ℬ10 ≫ 100
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▸ We assumed no prior knowledge on the noise shape except smoothness


▸ Demonstrated that detection is possible


▸ Mainly depend on SNR for -2 < n < 3, but SGWB shape may impact parameter estimation accuracy


▸ Need to go beyond:


✦ More realistic simulations: different noise levels in interferometers


✦ Include other stochastic processes (Galaxy)


▸ The ultimate goal (if realisable): agnostic estimation of both signal and noise? 

15CONCLUSIONS
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Thank you for your attention !
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Michelson TDI covariance

BACKUP SLIDES
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Diagonalized TDI covariance
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