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LISA data analysis: from classical methods to machine learning
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What are we going to talk about today ?

General Machine Learning concepts 
Introduction to Neural Networks and Deep Learning
Deep Learning in practice: introduction to pytorch
A few recent (sucess?) stories of Deep Learning
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General Machine Learning concepts 
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Machine Learning (ML)
Artificial Intelligence (AI)

What is Machine Learning ?
Machine Learning is a part of Artificial Intelligence. It is a set of algorithms based on models which can 
be trained to learn from statistical patterns in data, and improve automatically their performance. 
Once trained, models can generalize and make prediction taking unseen data as input.



What is Machine Learning ?
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Computer Science
IT

Machine
learning Mathematics

Statistics
ModelsData

science
Traditional
Research

Application domain
(Physic, Biology, …)

Danger
zone

Try not to be
stuck here

J

At the intersection between Mathematics 
(Probability and Statistics) and Computer Science.
ML is Applied in lot of application domain. 



A quick history of AI 
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Why an acceleration of AI now ?
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Big Data
Internet
Centralization
of information
Database Hardware accelerators

GPUs, FPGAs, ASICs, …

Software
NNs Frameworks
Linear Algebra on accelerators
NNs dedicated

Algorithms
Backpropagation
CNNs,
RNNs, Transformers, VAEs, 
GNNs, Diffusion models
…



Data-driven science: A new scientific paradigm ?
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Experimental science
Empirical Evidence
Observations
Describing natural
phenomena

Theorical science
Scientific Theory
Using mathematics,
models,
generalization

Computational science
Simulating complex
phenomena

Data-driven science 
Data-intensive Scientific 
Discovery
Unify theory, experiment
and simulation
Data exploration
Statistics & Machine 
Learning

From « Introduction to Deep Learning » CNRS FIDLE Formation

1Jim Gray, 2007

https://gricad-gitlab.univ-grenoble-alpes.fr/talks/fidle/-/wikis/home


Don’t use ML as black box 
Don’t use data as abstract input

DATAEXPERIMENTNATURE

Data is link to experimental conditions and application domains
Þ It is need to understand the data and where they came from
Þ It is a prerequisite for applying correctly ML models
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Data don’t come 
from nowhere…

Instrumentation / detectors
Signal and noise
Simulated / real data



Motivation to use ML

𝑦 = 𝑓(𝑋)

𝑋 =

It’s probably a good idea to use ML if:
• We have the analytic form of 𝑓 but it’s highly time consuming to compute
• We don’t have the analytic form

Let’s say you want to compute a variable 𝑦 from the experimental data 𝑋

The relation between 𝑦 and 𝑋 can be seen as a mathematical function 𝑓 :
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DATA



Learn from data and predict

MODEL PREDICTION

'𝑓𝑋 (𝑦 = '𝑓(𝑋)

𝑦 = 𝑓(𝑋)

DATA

Train a ML model to learn from statistical patterns in data
The model will learn an approximation of the function 𝑓
The model will predict a value (𝑦 which have to be compare to 𝑦
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Prediction = model inference

MODEL PREDICTION

'𝑓𝑋 $𝑦 = &𝑓(𝑋)
𝑦 = 𝑓(𝑋)

DATA
Inference
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Estimation of the error between prediction and truth

MODEL PREDICTION

'𝑓𝑋 $𝑦 = &𝑓(𝑋)
𝑦 = 𝑓(𝑋)

DATA
Inference

𝐿𝑜𝑠𝑠(𝑦, $𝑦)
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We define a Loss function to  evaluate the difference between prediction and truth



Loss optimization

MODEL PREDICTION

'𝑓𝑋 $𝑦 = &𝑓(𝑋)
𝑦 = 𝑓(𝑋)

DATA
Inference

𝐿𝑜𝑠𝑠(𝑦, $𝑦)

Correction
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Correction of the model parameters to minimize the LossAll ML is here:



Gradient descent
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l𝑜𝑠𝑠

𝜃

𝛿!"##

𝛿$

l𝑜𝑠𝑠(𝜃)

𝜃%&#'

One	iterative solution:

𝑟𝑒𝑝𝑒𝑎𝑡:
$𝑦 ← A𝑓!(𝑋)

𝑙𝑜𝑠𝑠 ← 𝐿𝑜𝑠𝑠( $𝑦, 𝑦)

𝜃 ← 𝜃 − α
𝛿"#$$
𝛿!

α = learning rate

𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 =
𝛿!"##
𝛿$

General optimization technique. Can not be applied on all ML algorithms but it can on Neural Nets (hopefully)…

l𝑜𝑠𝑠

𝜃

l𝑜𝑠𝑠(𝜃)

𝜃%&#'

α is too high: 
the training do 
not converge 

α is too low: the 
training is too 
slow



Train the model

MODEL PREDICTION

'𝑓𝑋 $𝑦 = &𝑓(𝑋)
𝑦 = 𝑓(𝑋)

DATA
Inference

𝐿𝑜𝑠𝑠(𝑦, $𝑦)

Correction

×𝑁
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Split the data in TRAIN  and TEST dataset
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An important point of methodology:
It is need to train the model on a train dataset and evaluate the model (after the training) on a test dataset 
As we want to evaluate the abilities of the model to generalize the train dataset and the test dataset have to 
be strictly different
Doing so we guarantee that the model will make predictions from the test dataset samples it has never seen 
during training

DATA

TRAINING DATA TEST DATA

Evaluate the modelTrain the model



General process of model training and evaluation

MODEL PREDICTION

'𝑓𝑋%&'() $𝑦%&'() = &𝑓(𝑋%&'())
𝑦%&'() = 𝑓(𝑋%&'())

TRAINING DATA
Inference

𝐿𝑜𝑠𝑠(𝑦%&'(), $𝑦%&'())

Correction

×𝑁
TRAINING 

MODEL PREDICTION

'𝑓𝑋%*$% $𝑦%*$% = &𝑓(𝑋%*$%)
𝑦%*$% = 𝑓(𝑋%*$%)

TEST DATA
Inference

𝑠𝑐𝑜𝑟𝑒(𝑦%*$%, $𝑦%*$%)

TEST (Unseen data during the training)

EVALUATION
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Metrics
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Underfitting and Overfitting
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Underfitting
Model complexity
too low

Overfitting
Model complexity
too high

Good fit / robustess
Model complexity ok

iterations

𝑙𝑜𝑠𝑠

𝑡𝑟𝑎𝑖𝑛 𝑙𝑜𝑠𝑠

𝑣𝑎𝑙𝑖𝑑 𝑙𝑜𝑠𝑠

Loss minima 
for valid:
Early stopping

𝑜𝑣𝑒𝑟𝑓𝑖𝑡𝑡𝑖𝑛𝑔𝑢𝑛𝑑𝑒𝑟𝑓𝑖𝑡𝑡𝑖𝑛𝑔

Þ Split DATA between TRAIN, VAL, TEST datasets
Þ VAL datasets is small and use to evaluate the model on non trained-on data  during the training
Þ Stop the training before overfitting



[*-learning]
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Machine Learning

Supervized Learning Unsupervized Learning

Classification Regression Clustering Dimensionality reduction

Identifying which category an 
object belongs to

Predicting a continuous-
valued attribute associated
with an object

Automatic grouping of 
similar objects into sets

Reducing the number of 
random variables to 
consider



Supervized learning

𝑦 = 𝑓(𝑋) Þ We do have the analytic form: Compute directly or via a complete simulation of a complex system
Þ We do not have the analytic form: Human observation and annotation

Data consists of labelled examples : each data point contains features (covariates) and an associated label / target
Learn the mapping function between a sample features and its label 
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Supervized learning - Classification
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𝐿𝑜𝑠𝑠!"# = −
1
𝑁
(
$%&

'

𝑦$. log .𝑦$ + 1 − 𝑦$ . log(1 − .𝑦$)

A classification problem involves predicting whether something is one thing or another

𝐿𝑜𝑠𝑠"# =

Binary classification 

Multi Class classification

Typical loss:

Typical loss:

Identifying which category an object belongs to => Predict discrete values

Applications: Spam detection, image 
recognition…
Algorithms: SVM, nearest neighbors, random 
forest, NNs

https://scikit-learn.org/stable/modules/svm.html
https://scikit-learn.org/stable/modules/neighbors.html
https://scikit-learn.org/stable/modules/ensemble.html


Supervized learning - Regression
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𝐿𝑜𝑠𝑠𝑀𝑆𝐸 =
1

𝑁(")&#
7
*+,

-!"#$%

𝑦 − :𝑦 2

Applications: Drug response, Stock prices.
Algorithms: SVR, nearest neighbors, 
random forest, NNs

Predicting a continuous-valued attribute associated with an object.

Typical loss:

https://scikit-learn.org/stable/modules/svm.html
https://scikit-learn.org/stable/modules/neighbors.html
https://scikit-learn.org/stable/modules/ensemble.html


Unsupervized learning
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Uses machine learning algorithms to analyze and cluster unlabeled datasets. 
These algorithms discover hidden patterns or data groupings without the need for human intervention

𝑦 = 𝑓 𝑋 = 𝑋



Unsupervized learning - Clustering
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.
Applications: Customer segmentation, Grouping experiment
outcomes
Algorithms: k-Means, spectral clustering, mean-shift, and 
more...

Automatic grouping of similar objects into sets

https://scikit-learn.org/stable/modules/clustering.html
https://scikit-learn.org/stable/modules/clustering.html
https://scikit-learn.org/stable/modules/clustering.html
https://scikit-learn.org/stable/modules/clustering.html


Unsupervized learning – Dimension reduction
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Transformation of data from a high-dimensional space into a low-dimensional space
low-dimensional representation retains some meaningful properties of the original data

Independent component analysis (ICA) vs 
Principal component analysis (PCA)
FastICA on 2D point clouds
Authors: Alexandre Gramfort, Gael Varoquaux

Variational Auto Encoders (VAEs)

Applications: Visualization, Increased efficiency
Algorithms: PCA, feature selection, non-negative matrix 
factorization, NNs

Reducing the number of random variables to consider.

https://scikit-learn.org/stable/modules/decomposition.html
https://scikit-learn.org/stable/modules/decomposition.html
https://scikit-learn.org/stable/auto_examples/decomposition/plot_ica_vs_pca.html
https://scikit-learn.org/stable/modules/decomposition.html
https://scikit-learn.org/stable/modules/feature_selection.html
https://scikit-learn.org/stable/modules/decomposition.html


Non linearity
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Projection of data in a higher dimentional space where samples are lineray separabable (classification) or can fit linearly
(regression)
• Polynomial model: 𝑋., 𝑋/ ⇒ 𝑋., 𝑋/, 𝑋.𝑋/, 𝑋./, 𝑋//, … ⇒ :𝑦 = 𝜎(𝑏 + 𝑤.𝑥. + 𝑤/𝑥/ + 𝑤0𝑥.𝑥/ + 𝑤1𝑥./ + 𝑤2𝑥// + …)
• Radial Basis Function model

ÞHuge time computation cost for high dimension

Here’s come the powerness of Neural Nets !



Introduction to Neural Networks and Deep Learning
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Deep learning
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Deep Learning (DL)
Based on Neural Networks

Machine Learning (ML)

Artificial Intelligence (AI)



Deep learning
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Optimization

Linear Algebra

Probability
and

Statistic

Deep Learning
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MODEL PREDICTION

'𝑓𝑋 $𝑦 = &𝑓(𝑋)

𝑦 = 𝑓(𝑋)

DATA
Inference

'𝑓 is an approximation of 𝑓
'𝑓 is implemented as a model which is a (Deep) Neural Networks



Perceptron: the first artificial neuron
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Weights correction Synaptic plasticity
Threshold for activation
Computing power comes from connexions with other neurons

Bio inspired:

Huge simplification of real neurons…  



Perceptron and logistic regression
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Perceptron: the first artificial neuron
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𝑑𝑎𝑡𝑎: 𝑋 = 𝑥+ ⋯ 𝑥()_-*'%.&*$/0

𝑤𝑒𝑖𝑔ℎ𝑡: 𝑊 =
𝑤,

⋮
𝑤*(_4&5'67&#8.

𝑦 = 𝜎 N
(1+

()_-*'%.&*$/0

𝑥( ×𝑤( + 𝑏 = 𝜎(𝑊𝑋 + 𝑏)

𝑏𝑖𝑎𝑠: 𝑏



Neural Network Linear layer
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𝑋9 = 𝜎 𝑊𝑋 + 𝑏 =

7
*+,

*(_4&5'67&#8.

𝑥*× 𝑤,*

⋮

7
*+,

*(_4&5'67&#8.

𝑥*× 𝑤"6'_4&5'67&#8.*

+

𝑏,

⋮

𝑏"6'_4&5'67&#8.

𝑤𝑒𝑖𝑔ℎ𝑡𝑠: 𝑊 =
𝑤,, ⋯ 𝑤"6'_4&5'67&#8.,

⋮ ⋱ ⋮
𝑤,
*(_4&5'67&#8. ⋯ 𝑤"6'_4&5'67&#8.

*(_4&5'67&#8.
𝑏𝑖𝑎𝑠: 𝑏 =

𝑏,

⋮

𝑏"6'_4&5'67&#8.

=>Project input as linear combination of its features in a new latent space of dimension 𝑜𝑢𝑡_𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠

𝜎 : Activation function 
(ReLU, tanh, Sigmoid…)  

Generalization of the perceptron to 𝑜𝑢𝑡_𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 dimension:  

𝑑𝑎𝑡𝑎: 𝑋 = 𝑥, ⋯ 𝑥*(_4&5'67&#8.



Neural Network Linear layer (N samples)
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𝑋L = 𝑊𝑋 + 𝑏 =

𝑋 =
𝑥,, ⋯ 𝑥*(_4&5'67&#8.,

⋮ ⋱ ⋮
𝑥,-8. ⋯ 𝑥*(_4&5'67&#8.-8.

𝑤 =
𝑤,, ⋯ 𝑤"6'_4&5'67&#8.,

⋮ ⋱ ⋮
𝑤,
*(_4&5'67&#8. ⋯ 𝑤"6'_4&5'67&#8.

*(_4&5'67&#8.

(
$%&

$,_./0123/456

𝑥$&× 𝑤&$ ⋯ (
$%&

$,_./0123/456

𝑥$&× 𝑤721_./0123/456$

⋮ ⋱ ⋮

(
$%&

$,_./0123/456

𝑥$'56× 𝑤&$ ⋯ (
$%&

$,_./0123/456

𝑥$'56× 𝑤721_./0123/456$

+

𝑏&

⋮

𝑏721_./0123/456

𝑏 =

𝑏,

⋮

𝑏"6'_4&5'67&#8.

Why several samples ?
Þ Structured data : we want the neural net to capture structural patterns
(typically CNNs in images, RNN in time series, Transformers in text, GNNs in graph)
and / or 
ÞGive in input a batch of samples to optimize GPU parallelization



Multi Layer Perceptron (MLP)
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Þ BUT VERY IMPORTANT: without non-linear activation function, the combination of Linear Layers will be
linear so &𝑓 will be linear, doesn’t matter how deep is the Network

Þ Sequence of Linear layers: Sucessive layers project the data features in successive latent spaces 

!𝑦 = $𝑓(𝑋)

!𝑓
Linear Layers with no activation

𝑋.𝑋, :𝑦 = 𝑋-_.𝑋(:.𝑋(
𝑓, = 𝐿𝑖𝑛𝑒𝑎𝑟 𝑓( = 𝐿𝑖𝑛𝑒𝑎𝑟

⋯ ⋯
𝑓4*(5!𝑓. = 𝐿𝑖𝑛𝑒𝑎𝑟 𝑓(:. = 𝐿𝑖𝑛𝑒𝑎𝑟



Induce non linearity with (non-linear) activation function

𝑋.𝑋, :𝑦 = 𝑋-_.𝑋(:.𝑋(
𝑓, = 𝐿𝑖𝑛𝑒𝑎𝑟 𝑓( = 𝐿𝑖𝑛𝑒𝑎𝑟

⋯ ⋯
𝑓4*(5!𝑓. = 𝑅𝑒𝐿𝑈 𝑓(:. = 𝑅𝑒𝐿𝑈

The Neural Network is now able to learn a non-linear function &𝑓 by non linearly projecting features in non 
successive latent spaces. In the last latent space the sample are linearly separable.

Þ Non linearity is induced by non-linear activation functions, typically ReLU, tanh, etc

!𝑓
Linear Layer + non-linear activation

!𝑦 = $𝑓(𝑋)



Last layer latent space representation
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So that's it? A succession of linear projection and simple non linear activation function, that's 
the secret of Deep Learning ? 

That's the beauty and the strangeness of the thing that something so simple is so powerful.

That’s one of the secret but not the only one... 
In particular the strength of DL come also from other architectures of Neural Networks which 
can learn from patterns in structured data

!𝑦 = $𝑓(𝑋)



Final projection and loss computation
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Depending on the task we want, we can then apply different final activation and compute specific Loss function

!𝑦 = $𝑓(𝑋)

Final activation: 𝑠𝑖𝑔𝑚𝑜𝑖𝑑
Loss: 𝐵𝑖𝑛𝑎𝑟𝑦 𝐶𝑟𝑜𝑠𝑠 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 𝐿𝑜𝑠𝑠

Final activation: 𝑠𝑜𝑓𝑚𝑎𝑥
Loss: 𝐶𝑟𝑜𝑠𝑠 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 𝐿𝑜𝑠𝑠

Final activation: 𝑛𝑜 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛
Loss: 𝑀𝑆𝐸 𝐿𝑜𝑠𝑠

Binary classification Multiclass classification Regression

…

𝐿𝑜𝑠𝑠𝑀𝑆𝐸 =
1

𝑁,78/4
(
$%&

'!"#$%

𝑦 − .𝑦 2

𝐿𝑜𝑠𝑠&'( = −
1
𝑁
(
)*+

,

𝑦) . log .𝑦) + 1 − 𝑦) . log(1 − .𝑦))

𝑓4*(5! = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑
𝑓4*(5! = 𝐿𝑖𝑛𝑒𝑎𝑟



Loss optimization thanks to backpropagation
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Neural Network training: repeat on all TRAIN dataset
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×𝑁



Neural Networks training challenge: 
Find (the best?) local minima in the model’s parameters space
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×𝑁



Let’s play a little
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TensorFlow Playground website

https://playground.tensorflow.org/


Deep learning Neural Networks architectures

• Convolutional Neural Networks (CNNs)
• Recurrent Neural Networks (RNNs), Long Short Term Memory
• Transformers
• Variational Auto Encoders (VAEs)
• Generative Adversial Networks (GANs)
• Graph Neural Networks (GNNs)
• Diffusion models
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Deep Learning in practice: introduction to pytorch
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Classification of non-linearly separable data
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𝑦 = 𝑓(𝑋) 𝑓: Classification function  

𝑋 = DATA

Train a model to approximate 𝑓 and classify between the first circle and the second one



Define the model

'𝑓
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MODEL

Instanciate the model (call the init function of 
the class Classifier)

Design the 
Neural Network



Inference
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Once instantiated the model can be call to compute inference
The method forward of the object is called 



Define Loss
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𝐿𝑜𝑠𝑠;<=>*'?@"A*'#@"## = −
1
𝑁7

*+,

-

𝑦* . log 𝜎( :𝑦*) + 1 − 𝑦* . log(1 − 𝜎(:𝑦*))

Binary classification task => Binary Cross Entropy Loss With logits means sigmoid have not been 
apply as last activation of  the model. It 
will be applied inside the Loss function 



Define Optimizer
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Learning rate Model parameters 

It’s the optimizer which will update model parameters 



One step of training
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1.Forward pass - The model goes through all of the training data once, 
performing its forward() function calculations
2.Calculate the loss - The model's outputs (predictions) are compared
to the ground truth and evaluated to see how wrong they are
3.Zero gradients - The optimizers gradients are set to zero (they are 
accumulated by default) so they can be recalculated for the specific
training step
4.Perform backpropagation on the loss - Computes the gradient of the 
loss with respect for every model parameter to be updated (each
parameter with requires_grad=True). This is known as 
backpropagation, hence "backwards" 
5.Step the optimizer (gradient descent) - Update the parameters with
requires_grad=True with respect to the loss gradients in order to 
improve them



Training loop
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Loop on all the train dataset

Loop on number of epochs. For each epoch all the sample of the train dataset is given as 
input to the model



Tips: model improvement techniques
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Model improvement technique What does it do?

Add more layers
Each layer potentially increases the learning capabilities of the model with each
layer being able to learn some kind of new pattern in the data, more layers is often
referred to as making your neural network deeper.

Add more hidden units
Similar to the above, more hidden units per layer means a potential increase in 
learning capabilities of the model, more hidden units is often referred to as making 
your neural network wider.

Fitting for longer (more epochs) Your model might learn more if it had more opportunities to look at the data.

Changing the activation functions Some data just can't be fit with only straight lines (like what we've seen), using
non-linear activation functions can help with this (hint, hint).

Change the learning rate
Less model specific, but still related, the learning rate of the optimizer decides how 
much a model should change its parameters each step, too much and the model 
overcorrects, too little and it doesn't learn enough.

Change the loss function
Again, less model specific but still important, different problems require different
loss functions. For example, a binary cross entropy loss function won't work with a 
multi-class classification problem.



A lot more to learn

• Methodology
• Hyperparameters search
• Visualization tools
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Science and Deep Learning

• Interpretability
• Reproductibilty
• Convergence
• Ethics
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Good questions to ask yourself

• What are my data ?
• What is my problem ?
• Do I need ML ?
• Do I need DL ?
• What do I want the model to learn ?
• What task I want to train the model for ?
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A few recent (sucess?) stories of Deep Learning
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Explainable AI and uncertainty quantification in CV
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Natural Language Processing
Revolution since 2018 and the use of Transformers architecture based on attention mecanism

Google's BERT and OpenAI's GPT-2 and GPT-3. 

The text-encoder is responsible for capturing the complexity and semantic meaning of an arbitrary input sentence. 
It captures these features by projecting the text sequence in a high dimensional embedding space
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Automatic Translation

Automatic Text Generation



10 best language models in 2022

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding
GPT2: Language Models Are Unsupervised Multitask Learners
XLNet: Generalized Autoregressive Pretraining for Language Understanding
RoBERTa: A Robustly Optimized BERT Pretraining Approach
ALBERT: A Lite BERT for Self-supervised Learning of Language Representations
T5: Exploring the Limits of Transfer Learning with a Unified Text-to-Text Transformer
GPT3: Language Models Are Few-Shot Learners
ELECTRA: Pre-training Text Encoders as Discriminators Rather Than Generators
DeBERTa: Decoding-enhanced BERT with Disentangled Attention
PaLM: Scaling Language Modeling with Pathways
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Automatic code generation
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Soon computer science  engineer useless ? J



Text-to-Image with Diffusion Models
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“Gravitational waves allow us to see to the ends of the universe, But what will we see ?”

Danger of (stupid or serious) deep fake



The rise of geometric ML and representation learning

« Graphs » « represents » « relations » « between » « entities »

CNNs can be seen
as a specific use 
case of GNN on 
regular grid graph

Transformers architectures in 
Natural Language Processing
operate on fully connected graph
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Þ Geometric and graph-based ML methods have become one of the hottest fields of AI research
Þ Graph Neural Networks (GNNs) capture deep geometric and structural patterns in data represented as graph

What does 2022 hold for Geometric & Graph ML?
Michael Bronstein

https://towardsdatascience.com/predictions-and-hopes-for-geometric-graph-ml-in-2022-aa3b8b79f5cc


Bioactive molecule design with geometric deep learning
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Geometric deeplearning is a promising direction in molecular design and drug screening. 



Prediction of 3D folding structures of proteins
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In 2021 triumph of Geometric ML and a paradigm shift in structural biology
Þ Breakthrough in prediction of  the 3D folding structure of a protein by AlphaFold 2 (deepmind)



Learn Neural Nets Algorithmic and Mathematics!
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Retrieve fundamentals physic laws ?
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Soon theorical physicist useless ?? J



Graph-based ML for HEP @ CERN LHC

Since 2020 becoming increasingly popular for a large number of LHC physics tasks

ÞCollaboration L2IT ATLAS team & ExatTrkX Project to construct a GNN-based track
reconstruction algorithm for ATLAS ITk (futur Inner Tracker of ATLAS for HL-LHC) 
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September/October 2021

ÞGNN-based algorithms now appear as a very competitive solution for the next generation track reconstruction algorithms
ÞNow working to integrate these GNN-based algorithms in production for in-line and off-line data processing systems



reference

• Deep Learning course
• MIT Introduction to Deep Learning | 6.S191
• MIT OpenCourseWare : Course Introduction of 18.065 by Professor Strang
• FIDLE Formation (videos in french, slides and supports in english)

• pytorch tutorial
• Learn pytorch from examples
• Learn PyTorch for Deep Learning: Zero to Mastery book
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https://www.youtube.com/watch?v=7sB052Pz0sQ&list=PLtBw6njQRU-rwp5__7C0oIVt26ZgjG9NI
https://www.youtube.com/watch?v=Cx5Z-OslNWE&list=PLUl4u3cNGP63oMNUHXqIUcrkS2PivhN3k&index=2
https://gricad-gitlab.univ-grenoble-alpes.fr/talks/fidle/-/wikis/home
https://pytorch.org/tutorials/beginner/pytorch_with_examples.html
https://www.learnpytorch.io/

