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What we know about the sources of UHECRs 
Arrival directions   

2

Number density: 10-5 Mpc-3, E > 70 EeV, 
 (Auger Coll 2013, JCAP)   ⟨θ⟩ ≲ 30∘

Dipole: Consistent with local galaxy distribution 
or local extragalactic sources (e.g. jetted AGN)                                                                  
(Giacinti 2011,, Harari et al 2014,2015,2021, 
Mollerach et al 2017, 2021, Auger Coll 2017, Ding 
et al 2021, Allard et al 2022, Eichmann et al 2022) 

Auger Coll. 2017 Science 357 6357

E > 32 EeV: Consistent with jetted AGN, 
Starburst galaxies, infrared galaxies, non-
jetted AGN (Auger Coll 2018, 2022, ApJ) 

Auger Coll. 2017 ApJ 935 (2022) 170
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What we know about the sources of UHECRs 

Sources: Joint origin with PeV neutrinos possible 

3

Spectrum & Composition  

Composition: Increasingly heavy with increasing energy, 
consistent with “Peters Cycle”

Possible second “light” population                                   
(Muzio et al 2021, Das et al 2021, Auger Coll 2022) 

Figure 1. Scenario 1. Left: The generation rate at the extragalactic sources for each representative
mass; the LE and HE contributions are shown as dashed and solid lines, respectively. Right: The
corresponding best-fit results for the all-particle energy spectrum at Earth, given by the superposition
of three components.

Figure 2. Scenario 1. Left: the Galactic contribution (dot-dashed line) and the extragalactic
contributions (grouped according to mass number) to the energy spectrum at the top of atmosphere.
Right: the corresponding relative abundances as a function of the energy.
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Figure 3. Scenario 1. First two moments of the Xmax distributions as predicted by the best-fit
results, along with the measured values and the predictions for pure compositions of various nuclear
species according to Epos-LHC (dashed lines).
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FIG. 1. Predictions of the UHECR source model producing the best description of the astrophysical neutrino flux for
Sibyll2.3c. Left: The CR predictions for spectrum (top) and composition (bottom) compared to shifted Auger observa-
tions [15–18], as detailed in Section III. The red and blue solid lines show the hXmaxi and �(Xmax) predictions of Sibyll2.3c
for pure proton and iron models. Right: The neutrino and gamma-ray predictions for this model (solid and dashed lines,
respectively). The neutrino flux contributions from non-UHECR sources and UHECR propagation interactions are shown sep-
arately with dot-dot-dashed, dot-dashed, and dotted dark magenta lines. The observed and inferred values of the extragalactic
gamma-ray flux [19], astrophysical neutrino fluxes [20, 21], flux measurements from the Glashow event [22], and upper-bounds
on the EHE cosmic neutrino flux from IceCube [22, 23] (black) and Auger [24] (grey) are shown. Data points are as detailed
in the text.

II. MODEL

A. Overview

To perform this analysis we extend the UFA15 frame-
work by adding interactions with gas in the source envi-
ronment (as described in Section II B), as well as mak-
ing a variety of technical improvements to the analysis
in [3]. Based on the results of [4], we adopt a source
evolution following the star-formation rate (SFR, [25])
and take a single-mass injection of CRs into the source
environment.1 We approximate the gas to be pure hy-
drogen since other components make up less than 10%
by number. We also introduce an alternate treatment of
the energy dependence of the escape time, based on the

1
The flux of neutrinos observed at Earth is sensitive to the source

evolution at high redshifts, however, we do not consider other

source evolutions here as the SFR evolution was found in [4] to

give one of the best-fits to UHECR data. Source evolutions which

are stronger at high redshift generally result in a larger neutrino

flux at Earth, but the quality of the fit to UHECR observations

degrades and requires an extremely hard CR spectrum escaping

the source [4, 26]. Source evolutions with lower source densities

at high redshift produce smaller neutrino fluxes at Earth and

also give a worse fit to UHECR data, so are not explored in this

study. A more complex injection composition was found not to

be needed [4], so for simplicity we adopt single-mass injection.

behavior of di↵usion coe�cients and reflecting the finite
size of sources. Details of our treatment of systematic
uncertainties are given in Section III.
A CR nucleus of energy E, mass A, and charge Z has

interactions with photons and gas at a rate ⌧�1

� (E,A)
and ⌧�1

g (E,A) when propagating in the source environ-
ment. These rates are specified by their cross sections,
the photon spectral density distribution, and the gas den-
sity. Thus we can fully characterize UHECR interactions
with photons and gas in a given source environment by
knowing the parameters specifying the photon spectrum,
and ⌧� and ⌧g for a reference nucleus and energy. Follow-
ing [3], we adopt 10 EeV 56Fe as this reference.
Only the total number of interactions prior to escape

matters in the processing of nuclei injected by the acceler-
ator, so only the ratio of the interaction and escape times
is relevant for fixing the composition and energy spectra
of CRs emerging from the source environment, given the
injected composition and spectrum. We denote these ra-
tios for the reference nucleus by the model parameters
resc ⌘ ⌧ ref

esc
/⌧ ref

int
= hN ref

int
i, the ratio of the escape and total

interaction times, and rg� ⌘ ⌧ refg /⌧ ref� = hN ref

� i/hN ref

g i,
the ratio of the hadronic and photohadronic interaction
times. In previous work [3, 4], the escape time was
taken to be a power law in rigidity, R ⌘ E/Z, so that
⌧esc = ⌧ ref

esc
(R/Rref)�esc , relative to the reference nucleus,

with �esc a free parameter of the model limited to be
within [�1,�1/3] covering the expected range from Kol-



Searching for the sources of UHECRs 
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Auger Coll. 2022, JCAP

Figure 1. Scenario 1. Left: The generation rate at the extragalactic sources for each representative
mass; the LE and HE contributions are shown as dashed and solid lines, respectively. Right: The
corresponding best-fit results for the all-particle energy spectrum at Earth, given by the superposition
of three components.

Figure 2. Scenario 1. Left: the Galactic contribution (dot-dashed line) and the extragalactic
contributions (grouped according to mass number) to the energy spectrum at the top of atmosphere.
Right: the corresponding relative abundances as a function of the energy.
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Figure 3. Scenario 1. First two moments of the Xmax distributions as predicted by the best-fit
results, along with the measured values and the predictions for pure compositions of various nuclear
species according to Epos-LHC (dashed lines).
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Generic Source Properties: 
Allard et al 2007, 8, Hooper et al 2007, 
Unger et al 2015,  Auger Coll 2016, Kachelriess et al 2017, 
Muzio et al 2019, 2022, Mollerach et al 2020, 
Das et al 2021. 

Specific source classes:  
Jetted AGN - Eichmann et al 2017, 2022, Fang et al 2018, 
Kimura et al 2018, Rodrigues et al 2021
GRBs - Globus et al 2015, Biehl et al 2017, Zhang et al 2018, 
Boncioli et al 2018, 2019, Rudolf 2019,2022, Heinze et al 2020, 
TDEs - Biehl et al 2017, Guepin et al 2017, Zhang et al 2019
Transrelativistic Supernovae - Zhang & Murase 2019
Starburst galaxies - Condorelli et al 2022

Sources generally assumed to be 
intrinsically identical 

Distribution of maximum energies: 
UHECR protons:  Kachelriess & Semikoz 2007
Galactic sources:  Shibata et al 2010 
Discrete AGN: Eichmann et al 2022
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Maximum UHECR energy 
Emax ∼ βshRBΓ

e.g. 43 TeV emitting blazars in minimal SSC model  
B ~ 10-4 - 10 G
R~1015 - 1017 cm
Γ~ 10-50 
Emax ~ 1017 - 1020 eVMultimessenger role of BL Lacs 7

(e.g. Tavecchio et al. 2014) and we assume � = 10. For this energy
range f⇡ . 10�5.

In Fig. 6 and 7 we report f⇡ for the BL Lac sample assuming,
as for Mkn 421, a radiation field with energy density ten times that
derived through the SSC model and two different spectral slopes
for protons with energy E

0
p = 600 TeV and 2 PeV. The average

value of f⇡ , as for the case of Mkn 421, is of the order of 10�5,
therefore implying a very small efficiency and, by consequence, a
large power for the cosmic ray.

Specifically, for an observed neutrino luminosity L⌫ , the re-
quired power spent by the jet to energize the cosmic rays (pro-
tons for simplicity) is Pp ⇡ L⌫/f⇡�

2 (e.g. Tavecchio & Ghis-
ellini 2015). For f⇡ = 10�5 and with � = 10 we therefore find
Pp ⇡ 103 ⇥ L⌫ , in agreement with previous estimates based on
one-zone models (e.g. Murase et al. 2012). For the HBL to pro-
vide a sizeable contribution to the neutrino diffuse background the
emitted neutrino luminosities should be L⌫ ' 1043�1044 erg s�1

(e.g. Tavecchio et al. 2014, Murase & Waxman 2016), therefore
implying proton power in excess of Pp = 1046 � 1047 erg s�1,
about three orders of magnitude larger than that needed to power
the observed bolometric electromagnetic output (e.g. Ghisellini et
al. 2010, 2014).

3.2 Photodisintegration opacity

The maximum energy of protons (in the laboratory frame) for the
sources in our sample, Emax, obtained by application of the Hillas
criterium, is shown in Fig. 8. The average is slightly below 1019 eV,
which means that within the SSC formalism, if these HBLs produce
the highest energy cosmic rays, they cannot be protons (see also
Murase et al. 2012 and Tavecchio 2014 for the case of extreme
HBL). On the other hand, ultra-high-energy (UHE) nuclei could
reach such energies. For example, for Mrk 421 application of the
Hillas condition for the parameters listed in Table 1 gives,

EZ,max = 7⇥ 1020 eV

✓
Z

26

◆✓
B

0.35 G

◆
, (9)

where we have used the approximation that � ⇡ �. The survival of
UHECR nuclei in BL Lac objects, in interactions with the comov-
ing photon field of the emitting region, has been studied in Murase
et al. (2012) and Rodrigues et al. (2018). Here, we focus on the
survival of nuclei in the presence of the maximum allowed external
target field derived in Sect. 2.

The photodisintegration opacity can be expressed in analogy
to the p� efficiency, i.e., ⌧A�(E

0
A) = t

0
esc/t

0
A�(E

0
A), where t

0
A�

is the photodisintegration cooling time for nuclei with energy E
0
A,

and mass number, A, and t
0
esc the timescale beyond which UHE-

CRs stop to interact with photons in the jet.
The details of the amount of photodisintegration that UHECRs un-
dergo in interactions with the soft target photon field depend on the
geometry of the external field, and the way and direction in which
UHECRs eventually escape the jet. For definiteness we specialize
the calculation to the case in which the external radiation field is
supplied by a slower layer surrounding the fast spine jet (Ghisellini
et al. 2005). In the absence of precise knowledge of the extension
along the jet of the putative sheath (layer) field, and hence t

0
esc for

the escaping UHECRs we consider that the external field might
have an extension R  d  2.5 ⇥ R in the frame comoving with
the spine of the jet as in Sec. 2.2. We fix the Lorentz factor of the
motion of the spine with respect to the sheath field, �rel = 4, for
the rest of the photodisintegration discussion.

We used the photodisintegration cross sections and branching

Figure 8. Maximum energy (as measured in the laboratory frame) for pro-
tons (Z = 1) using the Hillas criterium and the physical parameters for the
BL Lac jets derived in Tavecchio et al. (2010).

ratios obtained with TALYS 1.6 (Koning et al.), as implemented
in Alves Batista et al. (2016), to calculate the opacity to photonu-
clear interactions. For nuclei with mass numbers A < 12 we
used the implementation of Alves Batista et al. (2016), based on
the parametrizations of Rachen (1996); Kossov (2002). We have
checked that photomeson interactions of nuclei (e.g. Morejon et al.
2019) are not relevant for the maximum energy of nuclei that we
expect, in the photon fields we studied, and hence we have not in-
cluded them.

In Fig. 9, we show the derived value of ⌧A� as a function of
the nucleus energy as seen by an observer at redshift z = 0.03, for
the three different models of the soft radiation field shown in Fig. 1
for Mrk 421. Four nuclear species are shown, namely Helium, Car-
bon, Silicon, and Iron. The photopion efficiency is also shown for
comparison. Dashed (solid) lines give ⌧A� for an assumed external
photon field with d = 2.5⇥R (d = R). The vertical exclusion re-
gions give the energy beyond which Carbon, Emax,C, (light grey)
and Iron, Emax,Fe, (dark grey) cannot be accelerated in Mrk 421
by application of the Hillas condition using the model parameters
listed in Table 1.The photodisintegration opacity increases with en-
ergy but is less than 0.1, independent of the spectral index of the
external photon field for all chemical species. We therefore con-
clude that the jet of Mrk 421 is optically thin to UHECR nuclei,
even in the presence of an external radiation field with energy den-
sity at the upper limit derived in Sec. 2.2.

In Fig. 10 we show the expected photodisintegration opacity
for Carbon and Iron nuclei, for the entire BL Lac sample of Tavec-
chio et al. (2010) as a function of energy. As previously, we assume
that U 0

rad = 10 ⇥ U
0
rad,SSC as a starting estimate. For each source

we show ⌧A�(d/R) for a soft photon field with extension equal
to the size of the emitting region, R, in the frame comoving with
the emitting region, up to the maximum energy expected for Car-
bon and Iron nuclei with the parameters derived in Tavecchio et al.
(2010).

In this case, where d = R the optical depth to photodisin-
tegration at the maximum achievable UHECR energy, E0

A,max, is
⌧A�(E

0
A,max) < 0.1 for the majority of sources in the sample when

� = 0.5. We observe a trend towards higher opacity when the in-

MNRAS 000, 000–000 (0000)

Tavecchio, FO, Righi 2019

Emax ∼ βshRBΓ
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Maximum UHECR energy 

Hillas energy (Hillas 1984): 

                    

Espresso acceleration (Caprioli 2015): 

                     

In the blazar population                                            
(Lister et al 2019, MOJAVE program, ~200 blazars tracked over 5 years)

   

Emax ∼ βshRBΓZe

⟨Emax⟩ ∼ Γ2Emax,Galactic

dN(Γ)/dΓ = Γ−η,1.25 < Γ < 50, η ≈ 1.4
Therefore 

   
dN

dEmax
=

dN
dΓ

dΓ
dEmax

∝ {E−1.4
max Hillas

E−1.2
max Espresso
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Lmin ∼
1045.5 erg/s

β ( E
100 EeV )

2

Maximum UHECR energy 

Emax ∼ 100 EeV β1/2 ( L
1045.5 erg/s )

1/2

Marcotulli et al 2022, Swift BAT Blazar Luminosity Function 
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Figure 4. Total blazar (left) and FSRQs (right) X-ray luminosity function, �(L, z) (where L ⌘ LX). On the top panels, it is shown as function
of redshift in various luminosity bins; in the bottom panel it is shown are function of luminosity at different redshift bins. The data points are
the one deconvolved via the Nobs/Nmdl method described in Section 4.1. The solid lines instead show our best-fit mPLE model. In the bottom
panels, to highlight the evolution at different luminosities, the XLF from the previous redshift bin is overplotted with dashed lines.

(z = [0.0, 0.2]). Nevertheless, the statistical uncertainties on
the data do not allow us to see the break with high signifi-
cance. In fact, mPLE and mPDE are still not differentiable
in likelihood values as they are sampling a power-law distri-
bution with a luminosity cut-off occurring at the minimum
observed luminosity (L⇤ ⇠ 10

44
erg s

�1), and hence are for-
mally identical to each other (Bahcall 1977).

4.2. FSRQs

FSRQs outnumber BL Lacs in our sample (75% of the to-
tal, see Table 1); they also are more luminous, and have better
constrained redshifts which span a larger range (the farthest
source being at z = 4.65, see Table 1). To test their evo-
lution, we fitted the same models as the ones used for the
overall population. Results show that FSRQs drive the evo-
lution of the whole BAT-blazar sample. Their XLF is simi-
larly well described by a broken power law with a luminos-
ity cut-off occurring at L⇤ ⇠ 10

44
erg cm

�2
s
�1. Both the

mPDE/mPLE shapes give consistent fits, with the high-end
slope being �2 = 1.67 ± 0.17. It is interesting to note that
the results on the indices on the �(L, V (z = 0)) are very
similar to the ones reported on the LAT FSRQs studied in

A12 (where �2,100MeV�100GeV = 1.60, see Table 3 in their
work). The mPLE representation is shown on the right pan-
els of Figure 4, and Figure 5 displays the number density of
these sources as a function of redshift.

As previous works have found, this class of objects evolve
positively in redshift (k = 5.05±0.79, i.e., their number den-
sity or luminosity increases as function of redshift), although
uncertainties on the evolutionary parameters remain quite
high. This positive evolution is also confirmed by the slope
of the logN-logS derived from the best-fit luminosity func-
tion which is 1.60± 0.07 for both the mPLE/mPDE models.
The factor e(z) (Equation 8) allows us to estimate the peak
of the distribution, which occurs at zpeak = �1� k⇠. Given
the best-fit values of these parameters, the peak is located at
zpeak ⇠ 4.3. Nevertheless, the errors associated with k and
⇠ allow for this value to range between zpeak 2 [3.5, 5.5],
impeding the exact localization of the maximum of this pop-
ulation of powerful jetted AGN.

We stress that for the first time our BAT-blazar sam-
ple contains one source that lies beyond z = 4 (SWIFT
1430.6+4211, BAT index 1448). This enables us to set more
solid constraints on the location of the peak, and to assess

Lovelace 1976, Waxman 1995, 2001, Blandford 2000, Lemoine & Waxman 2009   

L ≳ LB ∼
UmagR3

t
∼ B2R2β
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UHECRs from a population with a range of maximum energies

•Fit UHECR spectrum and composition observables
•Assume a Peters Cycle 
•Large number of sources 
•Above-ankle fit (no source interactions or second 

source population) 
•Quantify the allowed “diversity” in maximum rigidity in 

the UHECR source population 
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From identical sources to a rigidity distribution
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Single Source UHECR Spectrum Population Spectrum

Power-law distributed maximum rigidity
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10

From single source to population spectrum 

Broken exponential, e.g.  Auger Combined Fit (Aab et al 2017) 
Super exponential in case of DSA with synchrotron losses with   e.g. Zirakasvili & Aharonian 2007dN/dR ∝ exp − Rλ, λ = 2
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Single-power-law distributed maximum rigidity  

SIBYLL2.3c
Xmax shifted by 1 stand. dev+ σ(Xmax) shifted up by 1 stand. dev

n(z) ~ n(z=0)
exponential cutoff  

H

He CNO

Fe

Si

dN
dRmax

∝ R−βpop
max

dN
dR

∝ R−γsrc ϕpop ∝ {
R−γsrc R ≪ R0

R−γsrc−βpop+1 R ≫ R0
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Model variations 
• Rmax systematically changes with redshift 

• Redshift evolution of source number density 

• Minimum source redshift 

• Super-exponential source spectrum cutoff

• Hadronic interaction models 

• Injection composition fixed to Galactic 

•
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Model variations 
• Rmax systematically changes with redshift 

• Decreasing Rmax preferred (less elemental mixing)

• Redshift evolution of source number density 

• Decreasing density preferred (less elemental mixing) 

• Minimum source redshift 

• Smaller zmin preferred (fewer interactions, less mixing) 

• Super-exponential source spectrum cutoff

• Small preference for strong cutoff- almost Heaviside spectra

• Hadronic interaction models 

• Worse fit with EPOS-LHC but more population variance allowed 

• Injection composition fixed to Galactic 

• Poorer fit - hard source spectra needed to compensate 

For all model variations: 

  

90% of UHECR sources have  
same Rmax within a factor of three.  

βpop ≳ 3

dN
dRmax

∝ R−βpop
max



Broken-power-law distributed maximum rigidity  

Hard X-ray luminosity function of Compton thick AGN, Ueda et al 2014 Swift-selected Long GRBs, Pescalli et al 2016
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R−β1
max R−β2

max

: Reduces to a single power-law β1 ≤ 1

ϕpop ∝ {
R−γsrc R ≪ R0

R−γsrc−βpop+1 R ≫ R0

dN/dRmax ∝
( Rmax

R0 )
−β1

Rmax < R0

( Rmax

R0 )
−β2

Rmax > R0

Broken-power-law distributed maximum rigidity  
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: Full broken-power law treatment β1 > 1
dN/dRmax ∝

( Rmax

R0 )
−β1

Rmax < R0

( Rmax

R0 )
−β2

Rmax > R0

Broken-power-law distributed maximum rigidity  
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dN/dRmax ∝
( Rmax

R0 )
−β1

Rmax < R0

( Rmax

R0 )
−β2

Rmax > R0

Broken-power-law distributed maximum rigidity  
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Broken-power-law distributed maximum rigidity  
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Summary 
•First systematic investigation of allowed population 
variance in maximum UHECR rigidity

•Strong constraints on astrophysical sources 
• Near-identical sources or sharp cutoff in rigidity distrib. 
• Low rigidity tail exacerbates hard injection spectra

•Lower limit on variance via 
• Lorentz factor distribution (Hillas energy, Espresso mechanism) 
• Luminosity distribution (Lovelace, Blandford, Waxman argument)

•Limits in tension with UHECR data

•NB: Additional variance expected from distribution of 
radius, magnetic field strength… 

•Few sources? Seyferts? Exotic physics? 

18 18.5 19 19.5 20 20.5
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Back-up slides 
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Single power law distributed Rmax 

SIBYLL2.3c 
(fid. shifts) 
n(z) ~ n(z=0)
exponential cutoff  


