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decaying into top+Higgs in hadronic final state
using Run 2 CMS data with Neural Network
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Introduction to CMS detector

)

Silicon

Tracker
Electromagnetic™
Calorimeter

Hadron

Calorimeter Superconducting
Solenoid Iron return yoke interspersed

with Muon chambers
Om Tm 2m 3{n 4{n 5m 6m

Key:
Muon Electron Charged Hadron (e.g. Pion)

Neutral Hadron (e.g. Neutron) Photon

CMS experiment has many layers to detect different kinds of objects
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https://cms.cern/news/how-cms-detects-particles

Introduction to CMS detector
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https://cms.cern/news/how-cms-detects-particles

Jet in CMS experiment

What is a Jet ?

- Particle Object from Hadronization

Parton level

\ . . NG ‘K ;
P .. 2292
‘p\ Particle Jet Energy depositions

in calorimeters

Quarks and Gluons cannot exist freely due to color confinement
Form color-neutral hadrons = a shower of hadrons

In theoretical calculation or Monte-Carlo simulation:
- The final state stable particles
In the real experiment:
- Energy block having finite position / energy resolution

https://cms.cern/news/jets-cms-and-determination-their-energy-scale
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Jet in CMS experiment

How we build up a Jet in CMS

Detector Clustering

Particle Flow

Jets / MET Clustering

[ Calibration & Tagging J

October 25, 2022

Grouping energy deposit in Calorimeter

Building particles by linking all sub-detectors

Subtract additional energy from low energy
proton-proton collisions

Grouping PF particles with given cone size

Determine Jet Energy Scale and Resolution
Flavor + Heavy object tagging algorithm

Comparison of data and simulation

ji.eun.choi@cern.ch



Jet in CMS experiment pz

Jet Energy Correction in CMS
Applied to data DP-2021/033

CMS Exp RN
o 3:30,044082 GMT
= 505 /185

Applied to simulation ——>

- Factorized approach

- Subtract additional energy from collisions happening simultaneously (Pileup 1)
- Compensate non-linear response of calorimeter (+ Angular differences)
- Residual corrections from Data and MC Comparison

A better understanding of the scale uncertainties
= More precise measurements possible!
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https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsDP2021

Jet in CMS experiment

Response with Run 3 data
- Response distribution with respect to alpha variation
- Response: Leading jet pT / photon pT
- Alpha: sub-leading jet pT / photon pT

hO
[2] — N
& 18000 work in progress :\EA’:;‘?'S ‘(‘)625821;
% 16000~ RUN2022C+D EGamma o < 0.3 |stdDev_ 0.2279
5 - h1
[} - n
Ke} 14000 — Entries 407661
g C Mean 0.863
Z C
12000 Std Dev 0.2184
C h2
- Entries 341166
10000 — Mean 0.876
- Std Dev 0.207
8000 — h3
r Entries 279974
6000 — Mean 0.8868
- StdDev  0.1979
4000—
2000
0 B 1 1 1 1 I 11 1 I 1 11 I 1 11 EE i s PO - 1 I L1 1
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Response

- InIdeal case (MC): 1 photon — 1 jet back-to-back - Response ~ 1, Alpha ~ O
- HCAL issue observed: miscalibration arise lower energy reconstruction ~ 70 %
- By doing such study, we can validate the data in early stage

We need to understand “Jet’!
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Motivation

Search for Vector Like Quark in hadronic final states

What is a Vector-Like Quark?
g b/t - Vector-like: Spin = 1
- Evaluate many underlying models:
Stabilize the Higgs boson mass

Offers a potential solution to the hierarchy
t problem

\ n n "
W/Z ‘. T decay in full hadronic final state
H , L .
- T’ decaying into top and Higgs
- t->Wb - qgb
- H->Dbb
q q’ - Main background:
- ttbar in hadronic decay (tt —» bbgggq)
- multi-jet event (QCD)

October 25, 2022 ji.eun.choi@cern.ch



Strategy

JHEP 01 (2020) 036

Analysis using 2016 data in CMS 359" (13 TeV)

> I RN IR RN R RN R RN LN RRRRS
© 601 { Data __

) o : | 5] CMS -
Excess in T' mass @ 700 GeV is observed! S b 3T reglon 88 Bkg.-only postfit -

. . o . 2 = T—5tH, m_ = 0.7 TeV

- Might be able to improve significance with NN 2 4o =
using Run2 data (even Run 3) 300 -
(L 20F- T, .

10F- ‘ ! .

w Jd .f..l.z—f". H e ttatalut |4||

Cut-based method = Neural Network 8¢ 04 05705 07708705 11 52 ha

- Cut-based method: Categorizing events with a certain “selection” criterion on a data
- Selections are already optimized based on kinematic information for maximizing

significance bottom
W bos (‘ ‘ ’“ quark
“® O ®

~57%

A
’ DDDDD
5 we—oe notwork!

Jet
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https://link.springer.com/article/10.1007/JHEP01(2020)036

Strategy

JHEP 01 (2020) 036

Analysis using 2016 data in CMS 359 10" (13 TeV)

> I RN IR RN R RN R RN LN RRRRS
© 601 { Data _
) o : | G F CMS -
Excess in T' mass @ 700 GeV is observed! S b 3T reglon 88 Bkg.-only postfit -
. . o . 2 e T5tH, my = 0.7 TeV ]
- Might be able to improve significance with NN 2 4o =
using Run2 data (even Run 3) 300 -
K‘f 201 Ty -
10F- ‘ ! .

w L... L ... | Lol 4| ]

Cut-based method - Neural Network §570405 05 07 08 09 1:nT1['?e\}]3

- Cut-based method: Categorizing events with a certain “selection” criterion on a data
- Selections are already optimized based on kinematic information for maximizing

TPrime

significance Top qu a:k/‘\gggzﬁz s
W boson ' O g
%z . bottom bottom
Jet quark quark ~57%
M(bb), AR(bb)
~100%
M(jjb), AR(b,(jj))’*!

Jet

Feed these information to neural network!
October 25, 2022 ji.eun.choi@cern.ch



https://link.springer.com/article/10.1007/JHEP01(2020)036

Strategy

Target Process
- Signal and Background Classification

g b/t
q /¢
t a / ve
T
W/7 AN b
“H

e/

q q 7 /| q

Signal: T’->tH hadronic decay Background: ttbar hadronic decay
DNN Structure:
Neural Network details o 05
. . Activation: relu+sigmoid
- Structure: Simple DNN (3 layers with 100 nodes) T Optimizer: Adam
Loss: binary_crossentropy
- Input set: Batch size: 2048

- T’ signal MC sample (M=700 GeV) : ttbar hadronic decay = 1:1
- 80 % for training, 20 % for validation
- Input features: 33
- low-level features (angular position in the detector, energy of jets, ...)
- high-level features (features used in cut-based, angle between jets, ...)

October 25, 2022 ji.eun.choi@cern.ch



Current Status

59
5

Binary crossentropy

1.2 4

1.1~

1.0 A

0.9 A

0.8

Loss

0.7 1

0.6 1

0.5 A

— Train
—— Valid

0.4 A

0 20 40
Epoch

- Overtraining check:

60

80 100

I S (train)
[ B (train)
¢ S (valid)
¢ B (valid)

0.0 0.2 0.4 0.6 0.8 1.0

Deep Learning Score

- Make sure if model is working not only on training set, but also on the real data
- Check Loss curve + output distribution from Training and Validation set
- Overtraining has not occurred!

Will perform on data too!

21
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e
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Current Status

Receiver Operating Characteristic curve

ROC Curve
1.0 —— DNN
Cut Based
Cut6 =2 ¢ ‘futbase
—_ - .
3 0.8 o
|
=)
[
S 0.6 1
9]
)
[9)
o
2 0.4
-]
o
(@)}
AV
O
©
@ 0.2
0.0 1 On evaluation set Cut O (baseline criteria) 2>
0.0 0.2 0.4 0.6 0.8 1.0

Signal Efficiency (&s)

NN works better than cut-based method even without any optimization!
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Current Status

Study on input features

- Initial question:
- How should we determine which physics observables are “more important”?
- Which input feature has the largest impact on the NN output node?

Intput variables Intput variables Intput variables

[ signal [ signal [ signal
2.0 [ background 0.4 [ background 2.04 [ background
51 \\

1.5

0.3 4

=2
<
0.24

0.14

0.0 *— :I T 0.0

T T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 1.0 -2 -1 0 1 2 0 1 2 3 4
RelHT bjetl_eta bjet2_e_massnom

Which are “good” and “bad” observables?

Methodology

- Talyor expansion of the output function at the minima (model)

- arXiv:1803.08782

- Calculate gradients of output(node) w.r.t. inputs(event)

- Extract average gradient for each input features

- Will be able to "see” how much each variable “effects” on training model

October 25, 2022 ji.eun.choi@cern.ch


https://arxiv.org/abs/1803.08782

Current Status

Feature importance from Talyor expansion

- 1storder gradient:

- Physical location of feature/marginal distributions: weight w_i for x_i

- 2nd order gradient:

- Gradient of each element of the source w.r.t target: weight w_ij for x_i

secondTop_mass
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Conclusion

Jet Calibration is important for data analysis.

Analysis of Search for Tprime in Hadronic Final state is ongoing,
while excess to 2016 CMS data was observed.

Improving the significance of Tprime analysis using Neural
Network is under study.

Has more performance than the cut-based method

To do list:
Add more feature candidates and check the importance
« Add other mass variation T’ M=600 ~ 1200 GeV for training
» Hyperparameter optimization

« Adapt Graph Neural Network / parameterized Neural Network
« Continue working on Run 3 data

October 25, 2022 ji.eun.choi@cern.ch
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Introduction

Large Hadron Collider
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The LHC is a particle accelerator that
pushes protons to near the speed of
light

It consists of a 27 km ring of
superconducting magnets with
accelerating structures that boost the
energy of the particles along the way

It produces lots of particle physics
phenomena from proton-proton
collisions at the center of mass energy
=13 TeV

October 25, 2022
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Introduction

Compact Muon Solenoid

 The CMS detector is located at one of
the four collision points in LHC

« With 15 meters high and 21 meters
long, CMS is “compact” for all
detectors it contains

* |t has the most powerful solenoid
magnet ever made

» The discovery of Higgs boson at CMS
and ATLAS detector in 2012

completed standard model

» However, some phenomena still exist
that are not described by standard
models

October 25, 2022 ji.eun.choi@cern.ch 19



Slice of CMS detector
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Particle Flow

How we reconstruct jet in CMS

- Calorimeter based approach
- Jet-Plus-Track approach: Galorimeter jet + tracks [ &~

— gen. jet1
p; =96 GeV

«— calo. jet 1
p, =48 GeV

- Particle Flow approach
- Reconstruct each particle individually in the event
based on information from all sub-detectors
- Jet composition:
~ 65% charged hadrons
~ 25% photons
~ 10% neutral hadrons

neutral .
hadron ;

&
3
ks

O

Detector

Particle Flow

calo.jet2 —
p; =33 GeV

gen. jet2
p, =82 GeV

https://indico.in2p3.fr/event/14415/#2-pflow-in-cms by Florian Beaudette in Particle Flow Day @ LLR

October 25, 2022 ji.eun.choi@cern.ch



How to avoid bias in NN

Target Process
- Signal and Background Classification

b
g b/t
q / &*
t g/ ve
T
W/Z hY b
“H

-/
q q [/ q

Tprime ttbar hadronic decay

Strategy
- Train on Tprime700 Hadronic + TTToHadronic (1:1 training)
- Selection for DNN: HLT + njets >= 6 + nbjets (Deepdet Medium) >= 3

- Compare ROC curves with cutBased (signal efficiency vs background rejection)
- Evaluate NN at the level of Cut O for the pair comparison

- After Cut O = for Evaluation

Training

-  even

sample K

' . After DNN Cut = for Training

October 25, 2022
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Overtraining check oA

LES 2 INFINIS %,
LYON e

Binary crossentropy

1.2
—— Train S (train)
1.1 —— Valid [ B (train)
- DNN Struct ] ® S (valid)
ructure: .
10 3 layers with 100 nodes ¢ B (valid)
Dropout: 0.2
Activation: relu+sigmoid 3
0.9 A Optimizer: Adam
Loss: binary_crossentropy
@ 0.8 - Batch size: 2048
s .
2 -
0.7
0.6 -
1 -
0.5
0 4 e
T T T T T T 0 -
0 20 40 60 80 100 0.0 0.2 0.4 0.6 0.8 1.0
Epoch Deep Learning Score

- Trained in CC server (CPU without slurm - Training time: 10ms/epoch)
- Input set : Half of TprimeBToTH_M-700 after selection (odd numbered event, 23210

entries)
- 80 % for training, 20 % for validation
- Keep numbered event for evaluation: to avoid bias (using the same event) for

performance estimation
- Epoch: 100 - Validation Loss / Acc are stable, does not diverge yet

October 25, 2022 ji.eun.choi@cern.ch



Training with more statistics iz

Binary crossentropy

0.70 1

— Train B S (train)
—— Valid [ B (train)
] R S (valid)
0.65 DNN Structure: : B (Va“d)
3 layers with 100 nodes
Dropout: 0.2
0.60 7 Activation: relu+sigmoid
Optimizer: Adam
Loss: binary_crossentropy
@ 0.55 A Batch size: 2048
3
0.50 A
0.45 4
1 -
0.40 A
T T T T T T T 0 -
0 50 100 150 200 250 300 0.0 0.2 0.4 0.6 0.8 1.0
Epoch Deep Learning Score

- Trained in CC server (Training time: 1s 8ms/epoch)

- Do the same with more statistics from different mass range

- Train on signal samples M=600~1200 GeV (181724 entries (M700 entries * 7))
+ TTToHadronic

- With the same input features, same architecture (but more epoches)

October 25, 2022 ji.eun.choi@cern.ch



ROC cureves

Evaluation
- Evaluation is performed in Cut O with odd numbered events
1.0 -
—~ 0.8 1
'
S 0.6-
3
g
€ 0.4-
@ 0.2
—— NN w/allM
—— NN w/ M700
0.01 @ CutBased

OjO 0j2 0i4 0f6 0j8 1i0
Signal Efficiency (&s)
- Performance is slightly increased

- M-{600,700,....,1200} GeV samples were used
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Feature importance

Motivation
- Initial question: What are the input features with the largest impact on the NN output nodes?
- Extract average gradient for each input features
- Will be able to "see” how much each variable “effects” on training model
- arXiv:1803.08782

Methodology
Talyor expansion of the output function at the minima (model)
Tensorflow.GradientTape()
- Allow us to record the history of operations applied to target input features
- Calculate gradients of output(node) w.r.t. inputs(event)
18t order: Physical location of feature/marginal distributions — weight w_i for x_i
2"d order: Curvature of NN output function - correlations across two features: Gradient of
each element of the source w.r.t target — weight w_ij for x_i * x_j

* (to) is the arithmetic mean of |¢,|, evaluated on the whole input space that is sampled by

N
1 the test data set.
1) = 7 22|t ({7}
N J
k=1 * Introduce nomenclature of generalized features of the input feature space:
N : Sample size a=1x,T,... 1. order feature of input space (~ 1. order derivative)
ta : Taylor coefficient labeled by o @ = 7121, 7122, ... 2. order feature of input space (~ 2. order derivative)

o= 12171, 217122, ... 3. order feature of input space (~ 3. order derivative)

October 25, 2022 ji.eun.choi@cern.ch


https://arxiv.org/abs/1803.08782
https://www.tensorflow.org/guide/advanced_autodiff

Correlation Matrices

Correlations in Signal Correlations in Background

1.00
..... - " E

1.00

scenario

1

333333333333
0
I
O

0.75 0.75

IIAVIESTRG
©Toood, | ||

o ==

FNWRU

==
o
y7od 111111

op333333333333,,

oo A A O o

i -~

o 0.50
o

0.50

oo on
DD 3
—RID

| et

(0]

et

oo
220D ®

- 0.25 - 0.25

£

HEx

li; - 0.00 - 0.00

t4-et:

§§§53 - -0.25 - -0.25
min: gt Tt

-0.50 —-0.50

O
Ql KEE—:
38
:
Ets
2

-0.75 -0.75

-1.00 —-1.00

ax annnuny e e rere] ] CEEEEEEEEEEED LxcTrzonnnn Heoszoo HECCUVVoTOEE
CRETESRRRANL. 20000l 000 (ST TRl -2 [ Qaoon (SYSIH A gy
OEECPEEEEE0s. B i OO PP T R R RS (WS R000000055235 GEE Panaato0T RRRAIIT T ISt ot S
3 OO0 000N v CCCCccceee f=ro) o000 00N Noacc
G)r\‘k‘E'_CEEEEE = OP O BT s 0NN 000D 1 N0 | aan S O NEES EEEE! < N AT e Ak LT L W e ML
(A g-— gw N S VOV Vi SIS O Vi AL g ﬁ— %I N g wwww“‘&‘i’)‘i’)‘im ﬂ)um
S N Tooowe [919] ceceecd oS N“—{‘_‘%g_ e [991919] o8 Q0gg c
SN ~zZ0E vl EEE! ‘ i o] NEz9c LQOOUTE RS SRCEEEEFEFEEEE,
= o L y—E Qa = o L y—E ']
USE VOVVVVO
(e} S OTTE Q-IQ-IQ-IQ-Q-IIII\\ S S O 0-‘0-‘0-‘0-‘0-\\\““
4 e SN @ NN
8 ] Too500000TY
oo e———— 0o

October 25, 2022 ji.eun.choi@cern.ch



Physics observables in cut-based method

Basic Selection Criteria Iéabeg - Cu;s '
. DeepCSVT ut asic selection
Trigger and pr,n and n,, >3 Cut1| Relative Hy > 0.4

j}, > 170 GeV/c, j%, > 130 GeV/e, jg > 80 GeV/c and Hy > 500 GeV/c | | Cut2 Max(x?) < 3
! T XZ <T15 Cut 3 AR(leggs, bHiggS) <11

Cut4 Ao YLD
2 Higgs -
Higgs Mass> 100 GeV/c Cut6 | AR(bp,, W) <12

Criteria Quick description
Pr of each jets Signal should have harder P; than QCD
pr (T')
Nb Good Jets QCD could have larger jet multiplicity
b Signal peaks at 0
x%ﬁggs Signal peaks at 0, background is larger
szap Signal peaks at 0, QCD is larger

W Signal peaks at 0, QCD is larger
Max(x?) Maximum (triges X Fopr i)
M(Higg5:4n4) Invariante mass of Higgs candidate
M(top ana) Invariante mass of Top candidate
M(Weana) Invariante mass of W candidate
MW, 4na+Higgscama) | Invariante mass of sum of Higgs and W candidate [4 jet mass]
M(6 Jets) Invariante mass of the 6 selected jets
2nd Top Mass Invariante mass of Higgs candidate and 6" jet
% Ratio of invariante masses
M2y M2 . . .
M - Ratio of invariante masses
7 (Tg/:’ :}'jfém 5 Ratio of invariante masses

T
Relative Hy %W
New Relative Hy PT(chnd)‘*'Pr(‘;IPTcnnd)+PT(6"']E‘)
AR(T', 6" Jet) LO signal tends to give back to back results
AR(briggs: bhiggs) Separation between the two jets making the Higgs candidate
AR(jw, jw) Separation between the two jets making the W candidate
AR(Higgs, Top) Separation between the Higgs and Top candidates
An(W, H) Eta separation between the Higgs and W candidates
AR (b, W) Separation between b-jet making the top candidate and the W candidate
AR x AR Product of all AR in the event. All AR are computed to be peaking at 0
Max(AR) Maximum of all AR in the event. All AR are computed to be peaking at 0
Ap(Higgs, Top) Phi separation between the Higgs and Top candidates

2ndto, o]
E PZ:‘“—“’I” i Ratio of P; candidates

o

Pr(Feg) Zpr(topes Ratio of P; candidates
m - pT(ton Ratio of Py candidates
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