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Physics of Hadrons

Physics of Nuclei

Degrees of Freedom

O °%°0

quarks, gluons

&

constituent quarks

0O

baryons, mesons

protons, neutrons

nucleonic densities
and currents

collective coordinates

HPC in QCD and Nuclear Physics

Energy (MeV)

AU g U -
g - sd Ju
5\
o Q
940 B 3 . . Er
neutron mass —1 dsd 1!2 usd 1!2 uu l _1 ﬁd ﬂ_o %?ad 1,2

) P s ] m T TN

3 ! \ " 3 \

]40 ssd — S U US e — as
pion mass 1

8

proton separation
energy in lead

1532
vibrational
state in tin
Credits
0.043 1. Bertsch, et al.
rotational . .
state in uranium 2. Wlklpedla

fhdit
o=




Structure of HPC
applications for QCD and
NP at IN2P3
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In brief

~70% of personnel either belongs to
IN2P3 or an ANR project

All IN2P3 projects are supporting experimental
investigations (CERN/GANIL/ex. EU facilities);

All IN2P3 applications have international
contributors;

CCIN2P3 serves as the institute mesocenter for
HPC applications;

Many IN2P3 theory teams are developing codes
that are not ported to many-cores — many-nodes
— or accelerated computing;

So far all the HPC skills exist “in-house”.

Losing CCIN2P3 HPC means that theory
teams would need lab. financial support

@ t0 use mesocenters.

Ratio between staff to PhD
students
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Technical reporting

GENCI usage at IN2P3
CCIN2P3 usage by Pls
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HPC partition at CCIN2P3

s HTC Threaded = MPI

Share per paradigm

HPC only represents 1% of
the total;

pre- or post-processing are
run on either HTC or HPC
partitions;

frontier between the two
paradigm not clear in data
driven era.
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HPC per project

no laboratory or project
identifies as a key user of the
resources;

lack of institute wide policy
on the topic;

IN2P3 teams have not been
renewed with junior
scientists, so far.
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HPC yearly use

the prototypical HPC usage:
period of intense workload
alternating with underuse;
large fluctuations reflect
small number of permanent
or fixed-term staffs.
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IN2P3 share of GENCI ressources

11% of the GENCI capabilities are either
consumed or requested by IN2P3 Pls

LQCD is the largest contributor to IN2P3 HPC
applications;

As of 2019 (cf. GENCI report), the share of
others computing grant in the “Theoretical and
plasma physics” section has increased to 20%

: . ; 88,91%
and is continuously growing;

Nuclear astrophysics projects are submitted to
“Astrophysics and Geophysics” section;

100% of the applications performed on GENCI = Others = IN2P3

machines derived from either open-source codes
or international collaborations;

IN2P3 PIs contribute to code development,
porting and continuous implementation of new
formalism.
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Porting to GPU

EuroHPC exascale project
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Challenges

P ort | N g CcCO d e {o CPU (Multiple Cores) GPU (Hundreds of Cores)

GPUS: requires significant
man power as it often implies
algorithm rewriting.

AMD GPU
(ORNL)

[e)
9
3
Q
@
(5}

Core3

o
Q
r)
IS

Device Memory

Code rewritting:
breaking complex algorithm to
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Opportunities

Exascale: >1000 Pflop/s (ex. FRONTIER US/DOE)
versus 61 Pflop/s (ADASTRA CINES)

Do not expect better scaling without
algorithmic developments

What can we expect from a gain of two
orders of magnitude in computing
capabilities ?

LQCD:

Smaller lattice spacing/large.

Many (= 6) quarks systems at physical T masses.
Nuclear Physics:

Systematic calculations (uncertainty quantifications).
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Nuclear Astrophysics
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Wikipedia, NASA
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Merging Neutron Stars

Hydrodynamic
GR...

I Nuclear Astrophysics
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NS Mass-to-radius

1-1 correspondence between
dense matter EoS and static
properties of NSs

M. Oertel, et al. Rev. Mod. Phys. 89

Probing the nuclear equation of state in the
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Neutron EoS

Nuclear EoS strongly depends on
models at p > p,, far from the
region of confidence of the fits

is the matter still largely composed of
nucleons, as in the external region of the
core?

do new degrees of freedom appear, such
as quarks?

if so, what signatures in the GW and
electro-magnetic signals would be made by
hadronization during the BNS
coalescence?
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Exotic structures
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EFTs: Chiral or other
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Friar (1997)
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Exact Faddeev-Yakubovsky method
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R. Lazauskas and J. Carbonell Few-Body Syst. 60, 62 (2019)

2 1
3
5
7
System | Number eq. | Number eq.
(= particles) | (# particles)
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Configuration interaction methods

active domain

Superposition of Slater determinants:
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Optimization of mixing coefficients, one-body Hilbert space:

@ SE[P]jpary =0 = ZAB(d)a|ﬁ|d>B) =EA,
B

SE[W] gz = (¥|[H.T]|¥) = 0 = [h(p), p] = G(0)

Generalized Brillouin (GB) equation

Monte Carlo Methods “In-Medium” Shell Model
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Scalability: new algorithms/more
computing power

Complexity of
scattering
problem

Complexity of
many-body
solution
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QCD and High-Energy
physics

Wikipedia, NASA
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Lattice QCD: Basics AT s o
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experimental programs at CERN

Form factorsof B, — J/y {v,
B, —» Dy,

from Lattice QCD

v' Computation on ensembles with 2 + 1 dynamical
quarks at the physical point.

100° x 200 lattices: 500 Mch required in terms of
computer time.
Port codes on GPUs?

Lattice QCD: Searching for NP in support of

D Hj: (‘g V«’f) X D
T T
{ U (e, t)
SM BSM
14 v
{ Vg
N 8- E. MclLean et al. '19
'\’X
x
G
vz
N ] 8- C.J. Monahan et al. 17
q)
Vs
X8
@ M. Atoui et al. 13
A
= +——@—— Our result
0.8 1.0 1.2 1.4 1.6
Gw=1)

HPC in QCD and Nuclear Physics




reaction plane

Relativistic lon Collisions

EPQOS is an event generator for the
simulation of collisions relevant at

1 % ‘:%_’ ~— — deconfinement / chiral transition
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Contributes to interpretation of data.
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Thank you

www.cnrs.fr
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