
Analysis Platforms, Analysis Facilities
Linking data access and analysis with computing 

resources 



Looking into the future 

[1] E Sexton-Kennedy 2018 J. Phys.: Conf. Ser. 1085 022006 https://iopscience.iop.org/article/10.1088/1742-6596/1085/2/022006 

● Relevant question in scientific communities: FAIR data and analysis facilities 
● How to expand the current ESCAPE infrastructure to serve analysis reproducibility ? 
● Example: CMS estimated CPU (a) and disk space (b) resources required into the HL- LHC era, using the 

current computing model with parameters projected for the next 12 years [1]

https://iopscience.iop.org/article/10.1088/1742-6596/1085/2/022006


● Analysis software 
● Analysis framework

○ facilitates the interaction between the analysis software 
and the common reduced data format

● User interface 
○ Jupyterhub / Binderhub

● Batch infrastructure
○ PBS, Slurm, LSF, and HTCondor 
○ submit node to the batch system may not be the same 

node as the interactive node for users on the cluster
● Storage infrastructure 

○ Software to transform data formats 
○ Data delivery system (XRootD, HTTP..) → accessed 

directly by the distributed analysis application or via the 
transformation layer 

○ Distributed file system layer (HDFS, CephFS, EOS)

Layers …  

[2] Analysis Cyberinfrastructure: Challenges and Opportunities. K. Lannon, P. Brenner, M. Hildreth, K. Hurtado Anampa, A. Malta Rodrigues, K. Mohrman, D. Thain, B. 
Tovar https://arxiv.org/abs/2203.08811  
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Discussion

1. Technology
2. Scientific analysis model – needs 
3. Variability: multi-threading, parallel processing, caching
4. Multi-user, multi-tenant
5. Collaborations
6. Examples 
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5. Extending the current ESCAPE infrastructure for EOSC-Future: COLLABORATION?

a. What is a good process to understand what infrastructure is needed?
b. Who could provide computational resources? 
c. Is it better to have the analysis platform as an add-on to tiers already existing or start everything on cloud 

resources? 
6. What are some EXAMPLES of other analysis platforms that you know are successful?


