
Funded by the European Union’s 
Horizon 2020 - Grant N° 824064

ESCAPE - The European Science Cluster of Astronomy & Particle Physics ESFRI Research Infrastructures has received funding from the European Union’s Horizon 2020 
research and innovation programme under the Grant Agreement n° 824064.

ESCAPE DIOS: the final meeting

Final Meeting, Amsterdam, 7-8th June 2022

Xavier Espinal (CERN)



Funded by the European Union’s 
Horizon 2020 - Grant N° 824064

2



Funded by the European Union’s 
Horizon 2020 - Grant N° 824064

3

This is NOT A(conventional)MEETING

- Presentation-free meeting! (1)  

- Forums-workgroups 

- Plenty of time for coffee/breakouts discussions

- Start/end times of the forums indicative

- It is fundamental to document the outcomes of our discussions  to consolidate ideas 
and solidify initiatives, this is a duty for everyone, please contribute to the: 

- Live document

https://docs.google.com/document/d/1f6AOHrKBArjcrFzS_t56E0JxScQvFjfNMlid-znpkic/edit?usp=sharing
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This is NOT A(conventional)MEETING

- Presentation-free meeting! (1)  To exchange rather than only listen

- Forums-workgroups 

- Plenty of time for coffee/breakouts discussions

- Start/end times of the forums are indicative

- Feel free to bump in (and out)

- It is fundamental to document the outcomes of our discussions  to consoilidate 
ideas and solidify initiatives, this is a duty for all of us, please contribute to the: 

Live document
(1)  Except me

https://docs.google.com/document/d/1f6AOHrKBArjcrFzS_t56E0JxScQvFjfNMlid-znpkic/edit?usp=sharing
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Meeting Agenda: Tuesday
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Meeting Agenda: Wednesday
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 ESCAPE Kick-off Meeting
Annecy, February 2019
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Pilot Data Lake design 

and implementation plan 

Analysis and assessment 

of the pilot Data Lake 
Full analysis and 
assessment of the full Data 
Lake prototype

Jun
2022

Initial Data Lake 
implementation with at 

least 3 centers 

Aug
2020

Nov
2020

Pilot Data lake 
performance testing and 
analysis

Jan
2021

Working infrastructure. Verify 
RI data access from compute 

platforms: clouds and  HPCs 

Feb 
2021
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FDR! DAC21!

NOW

Nov 
2021

ESCAPE DIOS Roadmap

Xavier Espinal - Final Meeting, Amsterdam, 7-8th June 2022



5 experiments

1M files 10 sites 5 storage
technologies

3 protocols 1 AAI3 QoS

“24h” pilot datalake performance assessment

tokens+x509http/xroot/gsiftp

SKA, LOFAR, LHC, LSST, MAGIC
Data lifecycle

test
Data corruption 

test
Monitoring test

In-flight transfers, network, 
storage, files, throughput,...

Data access
(remote I/O, download and through caching layer)

31 1 1 1 2 1422SKAO
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SKAO

1 3

1- datalake         2- QoS           3- integration with compute             4- Networking              5 -AAI
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SKAO 1 5Experiment Contacts

Goal: Exercise covering experiment data workflow needs on a single day. From data injection, to data replication and data access. Three fold goal: 
perspective from scientists, perspective from sites, and the assessment of the ESCAPE datalake tools and services under pseudo-prod conditions: 
RUCIO, FTS, CRIC, IAM, PerfSONAR, monitoring, QoS, clients, etc.

Work plan: Sept-Oct preparations and tests of the different components in order to run together on a single day, ‘a la’ dress rehearsal, mid-November (first 
challenge, probably a 2nd go15 Dec)
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Data Injection
test

21 Experiment Contacts 12

Experiment Contacts



Data Lake 24-hour Dress Rehearsal 17 Nov 2020
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LOFAR: astronomical radio source 3C196 made using 
LOFAR data.  The raw visibility data was downloaded via 
rucio from the EULAKE-1 and processed on Open Nebula 
at surfsara using the container based LOFAR software

LSST: Simulate production conditions: ingest the HSC RC2 dataset 
from CC-IN2P3 local storage to the Data Lake, at a realistic LSST 
data rate (20TB/24h). Then confirm integrity and accessibility of 
the data via a notebook. 

→ The image is a reconstruction drawn within a Jupyter Notebook 
accessing the data used in the Full Dress Rehearsal. 

CTA: Simulate a night data 
captured from telescope in Canary 
Island for 6 h: ingest  500 Dataset 
of 10 files.

+0.5 Million 
files in 24h

+150k files

ATLAS: Storage QoS functionality tests: upload files 
from LAPP cluster to ALPAMED-DPM (FRANCE) and 
INFN-NA-DPM (ITALY), then request transfer to 1 
RSE QoS=SAFE and 2 RSEs 
QoS=CHEAP-ANALYSIS

Data 
life-cycles

From raw data to 
plots in the day

Production 
conditions: data 
injection and 
visualization
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From a Data Lake Pilot to a full Prototype (1/3)

WP2 work plan focused on a continuous assessment and evolution of the pilot Data Lake, with 
the target to meet ESFRI/RI requirements and resulting in a fully working system 

• Token-based authentication: boosted its integration in the several layers of the Data Lake 
infrastructure: Rucio, FTS, storages (wip) and integration with other AAI providers. Easing user 
experience with a single and global authentication point 

• Data life-cycle accommodation: ESFRI/RIs users are able to define data replication rules, lifetimes, 
access policies, data location and storage quality of service (adjusting storage cost with data value)

• Webdav/HTTP: promoted to be the de-facto standard in the Data Lake. The widespread knowledge 
of HTTP protocols provide a flexible way to interact and integrate with other storage resources, also 
eases data access from heterogeneous compute platforms and end-user devices

• Rucio consolidation: two extra ESFRI/RI private Rucio instances in operation for SKA and CTA, 
harmonically using the same global Data Lake storage infrastructure. KM3Net adopted Rucio after 
the DAC21!

14
Xavier Espinal - ESCAPE 2nd Review, 2nd March 2022
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• Rucio Evolution: channeling feedback from the new scientific communities using Rucio. 
Discussions on extending metadata capabilities together with VO and ESO 

• Enlarged Data Lake monitoring capabilities: providing real time follow up for data transfers, 
automated test suite results, resources usage

• Active Deployment and Operations (DepOps) team: early in the project identified need to 
share expertise, organised via a well-established meeting. Crucial to consolidate the 
infrastructure, to foster knowledge transfer and to prepare and drive the data challenges 

• Expanded Data Lake capabilities with the user environments: finalised a product labelled as 
Data Lake as a Service (DLaaS), 

▪ From the notebook it provides to the end users increased data browse/download/upload 
capabilities, trigger data movement, integrate with local storage, leverage storage caches, etc. 

▪ Allowing to extend functionalities of Analysis Platforms (in conjunction with WP5), and to leverage 
computing infrastructures (ie. local batch systems and external resource providers)

15

From a Data Lake Pilot to a full Prototype (2/3)

Xavier Espinal - ESCAPE 2nd Review, 2nd March 2022
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• Integration of heterogeneous resources has been demonstrated, Data Lake interfacing 
with commercial clouds, public clouds and HPCs

▪ Clouds: DL flexibility enabled integration of AWS/GCP. Integration verified as 1) computing 
resource (Monte Carlo generation and data upload) and 2) pure storage node. Also public 
clouds implemented from partners.

▪ HPC: CMS PoC with CINECA/HPC, and started a collaboration with the FENIX/HPC project

The efforts during this second period culminated in a global Data and Analysis Challenge 
(Nov-2021), certifying the infrastructure as a fully working system

… and brought together scientific communities by joining efforts and ideas, towards 
common goals in a common infrastructure

16

From a Data Lake Pilot to a full Prototype (3/3)

Xavier Espinal - ESCAPE 2nd Review, 2nd March 2022
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● Registration of RAW data acquired by the mCBM detector on FAIR-ROOT
● Ingestion and replication of simulated R3B data
● Ingestion and replication of simulated and digitised raw PANDA fallback data
● Particle-transport and digitisation of Monte-Carlo events
● Live ingestion of simulated data
● Retrieval of stored RAW data from the data-lake, processing of the data and storing the processed data back to 

the data lake
● Retrieve raw mCBM data from the data lake, run reconstruction on it and store the results
● Analyse simulated R3B data stored in the data lake, upload resulting histograms and bitmaps to the DL

KM3NeT ● Ingestion of raw data from the storage at the KM3Net shore station to the Data Lake, 
and policy-based data replication across the Data Lake infrastructure

● Download raw data from data lake, calibrate, and ingest into the data lake
● Conversion of calibrated and reconstructed data to a format for high level analysis. Data 

findable and data conversion using DLaaS interface. Data ingest and replication via DLaaS 
Executed only once per large data set

CTA ● Long-haul transfer and replication. CTA-RUCIO @PIC: non-deterministic (La Palma) and deterministic (PIC) RSEs
● Data reprocessing. Primary data stored and findable in the datalake (using the CTA Rucio instance). Data is 

accessed and processed. New data products stored back in the Data Lake
● Data analysis. Data access via Jupyterhub/mybinder via ESAP. Higher-level analysis products produced

Raw data injected, stored and preserved in the DL. Data processed by users, results are stored back in the DL.

Offload data from the storage buffer in the coast, replicate across sites, run data calibration, 
store back. Data product ready for user consumption

Distributed data re-processing taken at remote locations

Putting the system to work: the DAC21 exercise (1/3)

Xavier Espinal - ESCAPE General Assembly, 25th May 2022



18

ATLAS ● Exercises (data production, replication and documentation) before and during the DAC21. Include the creation of 
datasets for real-kind final user analysis examples using current open-access datasets. ~200*10 = 2000 files uploaded 
in the Datalake. Two copies of such files (rules) into at least two RSE’s

● User analysis pipeline tests on experimental particle physics by using augmented open data 
(http://opendata.atlas.cern/software/). Testing and validating the reading access of the samples via de 
Jupyter rucio extension, and running multiple analysis pipelines. 

MAGIC ● Long haul raw data ingestion and replication. Data is successfully transferred from the 
telescope station and replicated to the Data Lake, file deleted on the telescope storage
buffer. 

● Data transfer monitored. Data can be discovered using the CTA-RUCIO instance.
● Data reprocessing. Replication of DL3 file. Validating the reading access of the samples via 

de Jupyter rucio extension. Multiple analysis using gammapy library.

LOFAR ● Ingestion of LOFAR data from a remote site to the Data Lake. Data transfer and replication into off-site storage, after 
successful replication delete data at the source 

● Process data in the Data Lake at an external location, combine results with other astronomical data to produce 
a multiwavelength image. 

● Include a read-only RSE to a location outside the data lake. Get data from there into the DL.
● Extending use cases by using larger files and leveraging several QoS, running all processing in the DLaaS, requiring a 

the availability of specific LOFAR software in the DLaaS.

Large experiment demonstrating open data capabilities

Data management from remote locations

Full-cycle scientific data management and data processing

Xavier Espinal - ESCAPE General Assembly, 25th May 2022

Putting the system to work: the DAC21 exercise (1/3)

http://opendata.atlas.cern/software/
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SKA ● Data replication. Data in correct place in timely manner.
● Long haul data replication. SKAO Rucio (Australia  and South-Africa to UK RSEs), using the RUCIO SKA 

instance.
● End-to-end proof of concept data lifecycle test, AUS/SA to northern hemisphere sites
● Data Analysis. Successfully running SKAO’s science data challenge pipeline using data 

stored in datalake.

CMS ● Multi purpose Analysis Facility PoC with data access via DASK (workload 
orchestrator) leveraging computing at Marconi (HPC) and large batch clusters

● Access control for embargo data, test in CNAF and DESY
● Content delivery and caching: XCache Protocol Translation: xroot internal vs http 

External for Data Lake data transfer. Performance comparisons for Analysis workflows

LSST ● Simulate replication of one night’s worth of raw images data between two Vera C. Rubin data facilities, perform 
the exercise several times. Each iteration is composed of 15TB, 800k files, ideally to be replicated
 in 12 hours or less

● Incorporate SLAC National Accelerator Laboratory (US) in the data 
             replication chain (postponed)

Global-scale Data Management

DL interface with local and heterogeneous resources, CDN and caching

Leverage telescope local storage data replication to fulfill daily  data 
management cycles

Xavier Espinal - ESCAPE General Assembly, 25th May 2022

Putting the system to work: the DAC21 exercise (1/3)
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E-EAB Recommendations
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 E-EAB first review recommendations
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REC1: DIOS should provide details and concrete examples on how ESFRI data currently in their science 
archives can efficiently be stored and accessed through the ESCAPE data lake.

The current storage used in the experiments can be attached to the Data Lake by providing the storage 
endpoint and specifying the storage system protocol. 

The registration of files already present in the Storage Element is done by scanning the namespace and 
populating Rucio Catalogue entries.  This is a pure metadata operation with file checksum verification. 

Approach validated: the MAGIC Telescope is using a local storage sitting next to the telescope, this storage 
was made Data Lake aware in order to control the file replication form La Palma island to the Data Lake, and 
also handling data deletion once the files are well consolidated the DIOS to free up buffer space in the 
telescope storage.

Future use case addressing a real need: LSST (Vera C. Rubin Observatory) telescope sits in the Atacama 
desert, data is sent to SLAC and then replicated to Europe with N2P3CC as entry point. 

22

Feedback from the second review (1/3) 

Xavier Espinal - ESCAPE General Assembly, 25th May 2022
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MAGIC telescope data being transferred from La Palma island to the PIC and the Data Lake. 
Afterwards, data is access and used for analysis from the analysis platform. 

Example-1:Full-cycle long-range data workflows 

High level data products 
produced: Spectral Energy 
Distribution of the Crab Nebula 
in the TeV regime. 
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• Goal: assess integration of heterogeneous resources within the ESCAPE DL, 
Including CPU and storage using industry standards (Swift/S3 protocol)

• Exercise performed with the support of the Cloud Bank EU NGI project with 
fundings for AWS and Google Cloud Platform 

• Use case 1: Generation of CTA’s Monte Carlo and results upload to the Data Lake

• Use case 2: Ad-hoc integration of Commercial Cloud storage in the Data Lake

24

Remote storage integration, 1.2 TB 
of data replicated from the DL to the 
cloud (4h PoC)

2 TB of MC generated and 
uploaded from the cloud to 
LAPP storage (1h) egress cost for 2 TB

Example-2: Integration with commercial and public clouds

Full report available in the ESCAPE website: [link]

https://ngiatlantic.eu/funded-experiments/cloudbank-eu-ngi
https://projectescape.eu/deliverables-and-reports/ms11-extension-data-lake-efficiently-serve-data-external-compute-resources
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Example-3: Extreme distance data management in
Storage Endpoints
European, South African and Australian sites
Best efforts basis currently

Mix of deterministic and non-deterministic 
RSEs (non-deterministic to mimic SKA 
data staging source storage)

Instance will continue to grow over coming 
year, as SKA Regional Centre partners join 
and help assess functionality. Anticipate 
Spain, China, France, and maybe Canada

15 MB/s on long haul links at 5GByte file size. 
No FTS tuning



Funded by the European Union’s 
Horizon 2020 - Grant N° 824064

REC2: DIOS and CEVO WP should work more closely together to demonstrate full interoperability 
between the ESCAPE data lake and data / metadata storage and access through VO protocols.

The synergies between CEVO and DIOS took some time to build up. This was expected. But as both work 
packages were evolving the gap between them was shortening. We are in a position where the common 
interests have been identified and synergies start flowing on  the technical side and also from the 
conceptual perspective. 

A concrete example of Data Lake and VO files/data integration is with the HIPS catalogue, where the 
possibility to have the DIOS as the backend for the HIPS files is being assessed. 

On the other hand, the large metadata requirements by the IVOA community and in particular ESO is a 
good stepping stone to start bridging the different approach on Data and Metadata catalogues between 
Physics and Astronomy (see later analysis done merging radio-astronomy data with visible spectrum image)

The goal involving DIOS/CEVO for this final phase of the project is to identify the synergies between the 
communities and set the right collaboration channels. Start focusing on an identified subject and 
build-up, ie. HIPS and DIOS, extension of Rucio metadata capabilities.

26

Feedback from the second review (2/3) 

Xavier Espinal - ESCAPE General Assembly, 25th May 2022
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Example: multi-wavelength analysis                  
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1. Data injected to 
the DL from three 
radio source 
observations
in external locations

2. User in external
location download
the data, process 
and store results 
back to the DL

3. User interested in 
combining results 
stored with other 
public data to cover 
also visible spectrum

    From left to right: Radio image, Optical image and the Combined image (LOFAR with optical contours)

4. Combined optical 
data from the Hubble
located via the VO 
(WP4) 

5. Optical and radio data 
aggregate in via the 
ESAP (WP5), combined 
analysis done. Results 
uploaded back to the DL.

Xavier Espinal - ESCAPE General Assembly, 25th May 2022
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From the 24/ 06/22 
extended EEB!

2h whiteboard session
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Feedback from the second review (3/3) 

REC3: DIOS should list the data required to implement the 2 TSPs, where they will be stored and how 
they will be accessed.

The data required for the TSPs will come from the Open Data Portal and/or injected on demand by the 
Postdocs working in the RIs.

The data will be stored in the ESCAPE Data Lake, making sure the right level of replication is achieved and 
enforcing geographical availability to minimise data access latencies. 

The plan to access the data is to exploit the advantages of the Virtual Research Environment (VRE), 
offering remote data access (file is read via the network), local file replication to the computing node 
(notebook backend) or via a Content Delivery Network based on data caching technologies maximising file 
reusability and minimising access latency, as the data caches are close to the computing nodes by design.

29
Xavier Espinal - ESCAPE General Assembly, 25th May 2022
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Import files from the Data Lake into the notebook Final results

Analysis Preservation: Ensure analysis reusability and reproducibility (REANA)

Example: ATLAS Dark Matter Reinterpretation - Dilepton Resonance

30

Also HTCondor and Slurm
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• Provided a framework to explore and influence on the development of next 

generation distributed computing models and data management tools

• Achieved a fully working system, ahead of the originally planned prototype

• Key of the success? your engagement 

• Set the scene for further projects and collaborations with the right spirit: sites, 

ESFRI/RIs and service providers collaborating, working and exchanging together 

• Sheer interest from external communities and projects to follow up the work 

being carried in ESCAPE, huge synergies, huge opportunities, exciting future!

31
Xavier Espinal - ESCAPE 2nd Review, 2nd March 2022

ESCAPE, so far…
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ESCAPE is ending… long life to ESCAPE
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Enjoy the meeting!
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