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Attention Is All You Need (Vaswani et al. 2017)

Overview

● Breakthrough work in sequence modelling

● Still SOTA for many sequence modelling tasks

● O(1) processing of input, regardless of length, 
compared to O(n) for RNNs and O(nlogn) for 
TCNs

● Embarrassingly parallelizable operations 
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The Time-Series Transformer [t2]

Encoder++

● Global Average Pooling to allow for Class Activation Maps

● Convolutional Embedding maps time-series into a vector 
space

● Concatenate additional features 

● GP Interpolation to handle irregular data
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Dealing with Irregularly Sampled 
Multivariate Time-Series Data

Gaussian Process Interpolation

● 2D-Matern kernel for Gaussian Process interpolation

● Evaluate at regular period, 100 points in our case
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Performance and Results (ugrizy+Z)
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Time for T2 in FINK
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Time for T2 in FINK

Considerations

● ZTF Alert stream, only g & r passbands vs LSST 
ugrizy

● Will only be raw-time series at this point (i.e. no-Z)
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Approaching Implementation

● Stage One: Process Alerts

● Stage Two: Load TF Model for Inference

Time for T2 in FINK
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Approaching Implementation

● Stage One: Process Alerts

● Stage Two: Load TF Model for Inference

Time for T2 in FINK

Considerations

● ZTF Alert stream, only g & r passbands vs LSST 
ugrizy

● Will only be raw-time series at this point (i.e. no-Z)

model.predict(processed_alert) 

fit_gps(raw_alert) 
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Stage One: Process Alert 
Re-Format Raw Alert

fit_gps(raw_alert) 
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Stage One: Process Alert 
Re-Format Raw Alert

       + 

fit_gps(raw_alert) 
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Stage Two: Black Box Inference
Load Pre-trained Model

model.predict(processed_alert) 
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Stage Two: Black Box Inference
Load Pre-trained Model

model.predict(processed_alert) 
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Performance, thus far …

Trial Run:
● Selection cuts: Only 2 filters, at least 2 points per band, max history 90 days
● 161,462 –> 715 alerts (one full night) after selection cuts, compare “max prob” 

class from t2 with FINK scoring.
● New predictions for “Unknown”, but seems to be a bias for SNIb. 
● TNS validation does well for SN in general, but confirms a slight bias to SNIb 

instead of SNIa. 
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Performance, thus far …

● Still a few tweaks that 
could improve 
throughput

● Need to better 
understand t2’s value 
add, max_prob vs all 
probs?

● Where should t2 sit 
along the pipeline?
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Discussion…
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APPENDIX
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Inputting Addition Information
● Domain knowledge still important! 

 
                               

*Boone et al. 2019
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Performance and Results (PLAsTiCC:ugrizy+Z)

Confusion Matrix

● Handles class imbalance well

● Log-Loss 0.507 (with z)

● Log-Loss 0.8 (only time-series)

● Should be noted this is in a 
representative setting
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Extensions and Future Work

Extending Time-Series Transformer [t2]

● Inclusion of Decoder-block for early light 
curve classification 

● Probabilistic extensions for better UQ 

Future Work

● Test on real data

● Put into production in real-time setting
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Motivation: A Deluge of Data

Overview

● 10 million alerts, per night!

● Machine Learning methods are now critical 

● Accurate and fast classification required for 
follow up

● Desire for UQ and interpretability when 
allocating follow up resources.
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Deep Learning to the Rescue!?

The death of feature engineering?

● Exploiting inherent time-series information

RNNs (inc. LSTMs, GRUs)

● Hard to train, not easily parallelizable 
● Large memory footprint

CNNs (inc. TCN)

● Computationally expensive
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Input Embedding and Positional Encoding

Vector space representations

“supernovae are awesome”

supernovae

are

awesome
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Multi-headed Self Attention
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Multi-headed Self Attention
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Multi-headed Self Attention
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A Transformer Block [Encoder]
1.   

2. 



Tarek Allam Jr. • University College London Slide 37

Convolutional Embedding

Projecting photometric data into vector spaces 

● Think of timestep2vec akin to word2vec

● 1-dimensional convolution allows for scaling of M → d 

● Positional encoding follows as before
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Global Average Pooling (GAP)
● Inclusion of GAP allows for Class Activation Maps (CAMs)

● CAMs adapted for use with time-series, i.e. as function of L
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Performance and Results
Training and Inference

● PLAsTiCC dataset ~ 3M LCs

● Imbalanced, representative

● Extensibility for multi-GPU 
or TPU

● Low #params for fast 
inference*

*does not include GP interpolation step



Tarek Allam Jr. • University College London Slide 40

Performance and Results

Precision-Recall

● AUC ~ 0.87

● KNe struggling (0.004%) 

● SNIax mistaken for Type Ia?
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Performance and Results
CAMs
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Questions?


