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Rubin data previews 
• Datasets and analysis tools made available to a limited number of data right holders to 

begin early preparations for science with the LSST 

• Useful also as integration tests of the Rubin Science Platform and the LSST science 

pipelines 

• More details in this Community post
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https://data.lsst.cloud
https://pipelines.lsst.io
https://pipelines.lsst.io
https://community.lsst.org/t/data-preview-0-an-early-opportunity-to-prepare-for-science-with-rubin-observatory/4618
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Rubin data release scenario 
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Rubin data previews (cont.) 
• Data preview 0.1 (DP0.1) 

• image processing of simulated DESC DC2 sky survey, 5 years, 6 optical bands, wide-fast-deep (WFD) area of 

300 deg2 (arXiv:2010.05926v3) 

• processing performed by IN2P3 at CC-IN2P3 over 2020 & 2021 using the LSST science pipelines v19 (Dec ’19) 

• image and catalog products available via the Rubin Science Platform since June ’21 

• see documentation for DP0.1: https://dp0-1.lsst.io  

• Data preview 0.2 (DP0.2) 
• ongoing processing of same set of simulated raw images, with a more recent release of the pipelines v23 (Dec 

’21) 

• performed independently both at Rubin Interim Data Facility (hosted in Google cloud) and at French Data 

Facility (FrDF), a.k.a. CC-IN2P3 

• the products of this processing campaign are scheduled to be available for users in June ‘22
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https://arxiv.org/pdf/2010.05926.pdf
https://pipelines.lsst.io
https://data.lsst.cloud
https://dp0-1.lsst.io


16/05/2022

Data preview 0.2 (DP0.2) 
• ~20k visits, 1 exposures per visit, 189 detectors per visit 

• Processing at Interim Data Facility (US) almost complete, ongoing at French Data Facility (FR) 

• several months of processing 

• required storage: 1.8 PB, including intermediate products that can be removed/archived when 

processing is complete
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DP0.2 preparation and tests at FrDF 
• Documentation of the procedure for reproducibly creating a butler repository from scratch 

• https://rtn-029.lsst.io 

• Getting familiar with the LSST "Batch Production Service" (BPS) 
• Framework for distributed pipeline execution 

• Understands what are the inputs and output of each task, generates a workflow (a directed 
graph of inter-dependent processing tasks) and submits it to an external Workflow Management 
System 

• A plugin is needed to interface BPS to the Workflow Management System which drives the 
execution of those tasks 

• Explore existing Workflow Management Systems that could be plugged into BPS to run the 
processing workflows on our computing farm 

• Identification of Parsl as a good candidate (existing plugin developed by J. Chiang) 

• First tests of Parsl (with support from B. Clifford)
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https://rtn-029.lsst.io
https://parsl-project.org
https://github.com/LSSTDESC/gen3_workflow
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DP0.2 preparation and tests at at FrDF (cont)
We have been running hundreds of single-exposure and single-tract processing to test the 

various infrastructure components in order to: 

• Validate the butler repository contents 
• Validate LSST stack release updates and the software environment  
• Test the workflow execution system and job management system 
• Understand Parsl configuration and its scalability  
• Probe infrastructure scalability (database, storage, jobs, etc.) 
• Measure pipeline task resources usage and tune the batch jobs requirements
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DP0.2 preparation and tests at at FrDF (cont)
Test campaigns also allowed to validate our setup with various configurations: 

• Migration of shared filesystem from GPFS to CephFS 

• Migration of workload management system from GridEngine to Slurm 

• Preliminary tests using dCache storage system 

• software component to allow the LSST Science Pipelines to use dCache as a butler data store 

developed by CC-IN2P3 

• several iterations of improvements and bug fixes 

• Packaging and distribution of LSST software as Singularity containers 

• improve reproducibility 

• distributed under /cvfms/sw.lsst.eu 

• deployed at several sites, including SLAC (Rubin US Data Facility)
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DP0.2 production at FrDF

Production started mid-April: 

• step1: completed with a few errors due to missing reference catalogs (detectors at the edge of the 
survey) 

• step2: completed without errors 

• step3: processing ongoing 

What comes next: 

• Complete step3 which is probably the most challenging step (coaddition) 

• Validate outputs 

• Reprocess step1 to step3 using dCache as butler data store 

• Complete step4 to step7 on both storage systems
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DP0.2 production 
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DP0.2 production 
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DP0.2: Lessons learnt  
•Operation is more complex than just submitting jobs. Many issues are involved: 

•Splitting the full set of data to process them in smaller runs 
•Gathering tasks together in a consistent and scalable way 
•Parallelizing optimally the runs and jobs 
•Allocating optimal resources to the task 
•Detecting and characterizing failures 
•Reprocessing failed tasks when needed 

•Additional tools are needed to have a good understanding of the processing: 
•Log management 
•Profiling of tasks 

•Validation is also not trivial: 
•Tools being developed 
•What level of consistency with USDF should we reach? 
•How do we decide that we can process the next step? 

•No big infrastructure issues up to now, but the memory requirement of some tasks and I/O activity could be concerning
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DP0.2 Products 
• Our intention is to populate the catalog database (Qserv) with the products of DP0.2 

• either those produced at IDF or at FrDF 

• Do we also need to have the image products at FrDF? 

• those produced at FrDF very likely not identical bit-by-bit to the ones produced at IDF 

• we should be able to import and ingest image products from IDF 

• Programmatic access to butler repository requires access to the registry database 

• we need to identify mechanism for allowing multi-user access without risks 

• Validation of products of data release processing is far from trivial
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Summary 
• Since a few years, we have been preparing IN2P3 contribution to data release processing 

• we are making progress but we expect this to be a never-ending learning experience 

• We need involvement from more LSST-France scientists 

• it is time to get involved and collectively be prepared for exploiting the data 

• it takes some some time to get familiar with the LSST ecosystem, the tools and the data 
products 

• there is a lot of pedagogical material that has been recently developed by the project and the 
community
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