
11 April 2022Water Cherenkov Workshop (Online)Ryo Nagai (Chiba Univ.)

ICEHAP
International Center for Hadron Astrophysics

Signal Digitization  
in IceCube

Ryo Nagai (Chiba University)

On behalf of the IceCube Collaboration 

1



11 April 2022Water Cherenkov Workshop (Online)Ryo Nagai (Chiba Univ.) 2

IceCube / -Upgrade / -Gen2

IceCube Upgrade Aya Ishihara

1. What’s the IceCube Upgrade?

The IceCube Neutrino Observatory was completed at the South Pole in 2011. IceCube has
led to many new findings in high-energy astrophysics, including the discovery of an astrophysical
neutrino flux and the temporal and directional correlation of neutrinos with a flaring blazar [1].
It has defined a number of upper-limits on various models of the sources of ultra-high energy
cosmic rays, as well as measurements on the fundamental high-energy particle interactions, such
as neutrino cross sections in the TeV region [2].

IceCube uses glacial ice as a Cherenkov medium for the detection of secondary charged par-
ticles produced by neutrino interactions with the Earth. The distribution of Cherenkov light mea-
sured with a 1 km3 array of 5160 optical sensors determines the energy, direction, and flavor of
incoming neutrinos. Although the South Pole is considered one of the world’s most harsh envi-
ronments, the glacial ice ⇠2 km below the surface is a dark and solid environment with stable
temperature/pressure profiles ideal for noise sensitive optical sensors. IceCube has recorded de-
tector uptime of more than 98% in the last several years. While it has been 15 years since the
first installation of the sensors, an extremely low failure rate of the optical modules has also been
observed, demonstrating that the South Pole is a suitable location for neutrino observations.

The IceCube Upgrade will consist of seven new columns of approximately 700 optical sensors,
called strings, embedded near the bottom center of the existing IceCube Neutrino Observatory. As
illustrated in Fig. 1, the "Upgrade" consists of a 20 m (horizontal) ⇥ 3 m (vertical) grid of photon

Figure 1: The Upgrade array geometry. Red marks on the left panel shows the layout of the 7 IceCube
Upgrade strings with the IceCube high-energy array and its sub-array DeepCore. The right panel shows
the depth of sensors/devices for the IceCube Upgrade array (physics region). The different colors represent
different optical modules and calibration devices. The Upgrade array extends to shallower and deeper ice
regions filled with veto sensors and calibration devices (special calibration regions).
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IceCube-Gen2   

IceCube-Upgrade   

~1km

~1km

100 m
~3 km

2011–

2025–

2026?–

IceCube   

Low-Energy Upgrade

• Add 7 strings, 700 detectors


• Enhance GeV-scale sensitivity


• Oscillation, Dark matter, etc. 


• Measure the ice property precisely 


• Contribute to improving the 
systematic uncertainty

High Energy Upgrade

• Add 120 strings, ~10k detectors 

IceCube   
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Wide working Temperature

•  to the room temperature−55∘C
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Constraints on in-situ digitization 
In deep ice at Antarctica

Not abundant power 

• Limit the sampling frequency 

• Limit the number of ADCs 

Need in-situ digitization

• Should cover wide energy range  

(GeV–PeV) 

• Record precise timing   

Enough effective area 

• Large PMT 

• Multi-PMT solution 

Cost (Drilling, Components) 

• Limit the physical space 

Durability (nonexchangeable)

• Keep function for >10 years 

🤔 
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• A 10” PMT facing 
downwards


• 5160 DOMs are installed 
in the ice


• 99% are still working for 
>10 years 
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IceCube DOM Digitization 
DOM: Digital Optical Module 

Front-end DAQ board (Mainboard)

(3) The Cable Network, which connects DOMs to the DOMHub and
adjacent DOMs to each other.

(4) The Master Clock, which distributes time calibration (RAPcal)
signals derived from a GPS receiver to the DOMHubs.

(5) The Stringhub, a software element that, among other tasks,
maps Hits from DOM clock units to the clock domain of the
ICL and time-orders the Hit stream for an entire string.

Together, these elements capture the PMT anode pulses above
a configurable threshold with a minimum set value of !0.25
single photoelectron (SPE) pulse height, and transform the
information to an ensemble of timestamped, time-calibrated,
and time-ordered digital data blocks.

2.3. The DOM—overview

The DOMs main elements are a 25 cm diameter PMT
(Hamamatsu R7081-02), a modular 2 kV high voltage (HV) power
supply for the PMT, a separate passive base for PMT operation, the
DOM Main Board (MB), a stripline signal delay board, and a 13 mm
thick glass sphere to withstand the pressure of its deep
deployment. A flexible gel provides support and optical coupling
from the glass sphere to the PMTs face. Fig. 2 is an illustration of a
DOM with its components.

The assembled DOM is filled with dry nitrogen to a pressure of
approximately 1

2 atmosphere. This maintains a strong compressive
force on the sphere, assuring mechanical integrity of the
circumferential seal during handling, storage, and deployment.
The DOM provides built-in electronic sensing of the gas pressure
within the assembled DOM, enabling the detection of a fault
either in the seal or failure of the PMT vacuum.

The PMT is operated with the photocathode grounded. The
anode signal formation hence occurs at positive HV. This analog
signal is presented to the DOM MB signal path, DC-coupled from
the input to a digitizer. At the input, the signal is split to a high-
bandwidth PMT discriminator path and to a 75 ns high quality

delay line, which provides enough time for the downstream
electronics to receive a trigger from the discriminator.

The DOM MB (Fig. 3), the ‘‘central processor’’ of the DOM,
receives the PMT signals. After digitization, the DOM MB formats
the data to create a Hit. High-bandwidth waveform capture is
accomplished by an application specific integrated circuit (ASIC),
the Analog Transient Waveform Digitizer (ATWD) [9]. Data is
buffered until the DOM MB receives a request to transfer data to
the ICL.

In addition to the signal capture/digitization scheme, the use of
free-running high-stability oscillators in the DOMs is an innova-
tion that permits the precise time calibration of data without
actual synchronization, and at the same time creates negligible
impact on network bandwidth. Timestamping of data is realized
by a Reciprocal Active Pulsing (RAPcal) [10] procedure, which is
described in Section 4.7.

The DOM includes a ‘‘flasher’’ board hosting 12 LEDs that can
be actuated to produce bright UV optical pulses detectable by
other DOMs. Flasher board LEDs can be pulsed either individually
or in combinations at programmable output levels and pulse
lengths. They are used to stimulate and calibrate distant DOMs,
simulate physical events, and to investigate optical properties of
the ice. In addition, the DOM MB is equipped with an ‘‘on-board
LED’’, which delivers precisely timed, but weak signals for
calibration of SPE pulses and PMT transit times. A complete
description of the DOM MB, including its other functions, can be
found in the next section.

2.4. DOM MB technical design

The DOM MBs primary components are identified in Fig. 4,
while the functional blocks are shown in Fig. 5. The top of Fig. 5
shows that the analog signal from the PMT is split into three paths
at the input to the DOM MB. The top path is for the trigger. Below
it is the main signal path which goes through a 75 ns delay line
and is then split and presented to three channels of the two

ARTICLE IN PRESS

Fig. 2. A schematic illustration of a DOM. The DOM contains a HV generator with
divides the voltage to the photomultiplier. The DOM Mainboard or DOM MB
digitizes the signals from the phototube, actives the LEDs on the LED flasher board,
and communicates with the surface. A mu-metal grid shields the phototube
against the Earth’s magnetic field. The phototube is optically coupled to the
exterior Glass Pressure Housing by RTV gel. The penetrator provides a path where
the wires from the surface can pass through the Glass Pressure shield.

Fig. 3. A photograph of the DOM MB. The diameter of the circuit board is 274 mm.
This circular circuit board communicates with the surface and provides power and
drives the other electronics board inside the DOM. This photograph shows the
location of the components, which are described in the text.

R. Abbasi et al. / Nuclear Instruments and Methods in Physics Research A 601 (2009) 294–316 297

PMT signal
ADC ATWD

ADC ATWD

“PMT ADC”

FPGA

EPXA-4  

(include CPU)Amplifiers
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• ATWD is a fast, custom-made ASIC, which digitizes with 128 sampling bins 
with 300 MSPS (~426 ns window) after receiving the triggers 


• Since ATWD is busy during the digitization (takes 29 µs), there are 2 ATWDs 
on a mainboard and switch if one is busy, to reduce the dead time


• To expand the dynamic range, 3 different amplifier outputs into ATWD 

• In parallel, PMT ADC is a bit slow, but longer waveform can be digitized 
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IceCube DOM Digitization 
DOM: Digital Optical Module 

Analog

Delay

40 MSPS

10-bit ADC


PMT ADC

300 MSPS

14-bit ADC


ATWD

x2

FPGA

FPGA
Delay board


(behind the mainboard)

x16

x2

/4
426 ns

6.4 µs

1st

2nd

3rd
Trigger

Pulse Shaping, amplifying
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Already 20 years passed since the development… 


• ATWD system limits the time window & (would) have large dead-time  
— we don’t want to miss rare events / waveforms 


• Many components (especially FPGA) are already obsolete  
— we can’t produce the same board any longer  


Also, technology has been much grown… 
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DOM Problem for Upgrade era 

Time to Redesign it! 

Simple scheme Complicated solution
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Family of Digital Optical Modules

Institute for Nuclear Physics

Alexander Kappes

mDOM Design

IceCube Collaboration Meeting 
Stockholm, 22.—28. Sep. 2018

IceCube IceCube-Upgrade IceCube-Gen2

DOM

PDOM

D-Egg

mDOM

LOM

Simple scheme

Complicated 

solution

Production completed!  

Production ongoing  

Production ongoing  

Under development
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• Difference between them: # PMTs (channels) 

• Analog front-end circuit & FPGA function are identical 


• The board shape, layout, etc. are different 


→Will show the D-Egg case only 
8

Upgrade Digitization-1: Simple Scheme

Share the electronics

PDOM D-Egg

Update only the electronics  
from the DOM
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• Two 8” HQE PMTs 


• Horizontally slimmed design  
to reduce the drilling cost…


• (The narrower hole, the faster/cheaper drilling)

• ~300 production completed in 2021
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Upgrade Digitization-1: Simple Scheme
D-Egg

Front-end DAQ board (Mainboard)

FPGA

Cyclone-V

MCU

STM32H7

PMT signal

PMT signal

ADC ADS4149

ADC ADS4149

Analog front-end

Analog front-end
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• Very simple scheme makes it possible to digitize without dead-time 

• Thanks to the off-the-shelf extremely low power ADC (ADS4149)


• FPGA (Cyclone-V) stores the data to the flash memory only when the 
trigger signal is published  


• Operation power consumption is only 4.5 W (for 2 channels)
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Upgrade Digitization-1: Simple Scheme
D-Egg

Pulse Shaping
240 MSPS


14-bit ADC

ADS4149

Continuous Digitizing 

FPGA

Analog front-end circuit

Parallel signals

Inverted, width enlarged, & amplified

FWHM: ~7 ns

FWHM: ~16 ns FWHM: ~4 bins

~60 ADC
~12 mV

x2
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• Waveform readout :  
standard operation for D-Egg DAQ


• Time window changeable up to ~30 µs 

• But slow readout (~10 Hz)


• Only getting integrated charge & 
time information 


• So fast readout (>kHz) 

• Use it to check SPE distribution shape
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Upgrade Digitization-1: Signal Readout

0 20 40 60 80 100 120 140
240 MHz Sampling Bin

10−

0
10
20
30
40
50
60
70
80
90

AD
C

 c
ou

nt
 [L

SB
]

FPGA Cyclone-V

Pre-trig buf

Trigger 

R/O Buffer MCU

STM32H7

Readout

BW: 1.5 Mbps

Threshold/window settings

DDR3
240 MSPS


14-bit ADC

ADS4149



11 April 2022Ryo Nagai (Chiba Univ.) Water Cherenkov Workshop (Online)

• 24 3” PMTs 

• Photon incident direction 

information 

• ~400 production ongoing  

but some parts are in short supply 
now… 

12

Upgrade Digitization-2: multi-PMT 
Front-end DAQ board (Mainboard)

MCU

STM32H7

4ch ADC ADC3424

PMT signal

…

Analog front-end

FPGA

Spartan-7

K.-H. Sulanke

mDOM
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• Similar to the simple scheme, but instead of high frequency ADC,  
divide 2 signal lines — can keep enough time resolution (~1 ns)  

• 120 MHz waveform ADC 

• 960 MHz timing discriminator 


• Operation power consumption is ~10 W
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Upgrade Digitization-2: multi-PMT 

Pulse Shaping
120 MSPS

12-bit ADC


ADC3424

Continuous Digitizing 
FPGA

Analog front-end circuit

Waveform

FPGA

Discriminator

ADCMP602

Timing edge

x24mDOM
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• Both waveform / charge-time 
info readouts are supported  
(same as PDOM/D-Egg) 


• Main software is identical to 
PDOM/D-Egg’s  


• Clear PMT signal is observed 

• Enough S/N to the SPE 

• Linear response seen for < 50 

PE signal 


• Charge-time info readout 
contributes to obtaining 
clear SPE distribution in a 
short time 
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Upgrade Digitization-2: multi-PMT mDOM Design and Performance

Figure 4: Example PMT
pulses (1pe = single
photoelectron) acquired
at �22 °C with a time
sampling of 100 MSPS
and 4096 ADC counts per
2 V.

su�cient to deal with the trigger delay caused by the surface-based trigger processing.
The most challenging aspect of the AFE design was to accomplish low power consumption

while maintaining enough bandwidth, su�cient dynamic range and good linearity. In contrast
to traditional designs, a fully DC-coupled approach was used in order to achieve low noise in
the neighborhood of electromagnetic interference. This avoids any droop e�ects (ADC-baseline
variations) depending on the time between consecutive PMT pulses. The PMT signal, connected
to the discriminator through a 49.9⌦ resistor, is terminated at a 0.95 V DC level. Two precise,
16 bit DAC channels are used to adjust the discriminator threshold and the ADC baseline. For pulse
shaping, two low pass filters are being used, one between the two amplifier stages and one in front
of the ADC. The precision (0.1%) gain setting resistors are chosen to achieve a dynamic range of
about 70 pe (photoelectron).

In order to characterize the behavior of the bare AFE channels, parameters such as the signal-
to-noise-ratio (SNR), dynamic range, linearity as well as long-term stability of the discriminator
threshold were investigated at low temperatures using a one-channel piggy-back board with the
mainboard AFE design connected to a calibrated PMT, illuminated by tunable pulsed LED, together
with a second reference PMT read-out by a digitizer.

The left plot of Fig. 4 shows example PMT pulses for 1 pe, 2 pe and 3 pe at �22 °C. The SNR
was determined to be 60 (62) for �22 °C (�38 °C), clearly exceeding the required SNR of at least
25. The AFE response must also be linear in amplitude to the incident light intensity within 10%
in the dynamic range from 0.2 pe to 50 pe. Example PMT pulses for large charges can be seen in
the right plot of Fig. 4 for �22 °C. The ADC dynamic range was found to extend from ⇠ 0.1 pe
to ⇠ 70 pe, saturating for charges beyond independent of the temperature. At �22 °C linearity on
the 10% level is fulfilled throughout the dynamic range. Long-term (25 days) measurements of the
discriminator threshold have also shown to remain stable, with a less than 0.05 mean pe drift per
week.

The performance of the mDOM mainboard has been tested in a standalone setup, as well as
in operation in a fully integrated mDOM (see Fig. 1). A basic functional check-out test of the
mDOM mainboard consists of a check of the DDR3 memory, the uploading, flashing and read-back
of the FPGA firmware, and the various sensors (pressure, temperature, magnetometer, etc). In the
case of an integrated mDOM, communication to the PMT bases is checked, alongside requirements
such as the read-out of the per-PMT waveforms, PMT signal rates, or the distribution of the time
between consecutive PMT signals. Finally, the calibration devices (see Sec. 2.4) are tested. The

6

mDOM Design and Performance

Figure 5: Single photo-electron charge his-
togram of an mDOM PMT as extracted by
the mainboard MCU at �35 °C. A multi-
component fit (orange) allows to deduce the
mean number of photoelectrons per pulse as
well as the gain of the PMT.

MCU software allows for fast ADC and discriminator scans, e�cient block read-out of waveforms,
and a charge stamp readout from in-board waveform integration. An example of such a charge
distribution is shown in Fig. 5. Waveforms were acquired using the discriminator trigger at a 0.2 pe
threshold, while the PMT was illuminated with SPE (single pe) level photons2 by the closest LED
flasher in the mDOM.

2.4 Calibration Devices

For detector calibration, each mDOM is equipped with three cameras and four bright illumina-
tion LEDs (for details see [10]), as well as ten flasher LEDs. The calibration devices are mounted
on the inside of the internal support structure (see Sec. 2.5) behind glass windows, which separate
them from the optical gel and ensure an optical transition between the device and air as necessary for
correct operation. For the flasher LEDs and illumination LEDs, latching mechanisms are printed
into the support structure, while the heavier cameras are attached to their printed support posts with
sheet metal screws. The flasher LEDs of type Roithner XRL-400-5O emit light at a wavelength
of (405 ± 10) nm at a maximum brightness of 109 photons per pulse with a pulse width (FWHM)
of 7.5 ns (shorter at lower intensities). Each LED is mounted on its own PCB and is driven by a
Kapustinsky driver. The five flashers in an mDOM hemisphere (four located between the equatorial
and polar PMTs, one in the pole region; see Fig. 1 right) are linked in a daisy chain and can be
addressed individually3.

2.5 Mechanical Structure

The mDOM features a borosilicate glass pressure housing designed and tested to withstand
pressures up to 700 bar. It provides protection against the constant hydrostatic pressure in the deep-
ice environment of ⇠ 250 bar as well as short-term pressure spikes during freeze-in after module
deployment.

A silicone-based two-component gel provides optical contact between the PMTs and the pres-
sure vessel as well as cushioning against vibrations for the internal components. The chosen gel
retains elasticity and optical transparency for temperatures ranging from room temperature down to
�45 °C, the latter corresponding to surface temperatures at South Pole during deployment. Com-
ponents in direct contact with the gel were tested for gel-curing compatibility. In the mDOM

2On average ⌧ 1 photons per pulse reach the photocathode.
3Failures on a PCB, especially the connectors, could result in loss of all subsequent flashers in the daisy chain.
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[1] PoS ICRC2021 (2021) 1070
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D-Egg + mDOM concept 


• 16–18 (TBD) 4” PMTs  
in a slim glass vessel 


• Negative HV applied to 
the cathode side 
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Gen2 Digitization LOM Electronics Placement

2

(Very briefly) LOM Electronics

2

Mini Mainboard 

(Power)

2x 
Fanout 
boards

Penetrator

16(18)x 
wuBases

Mini Mainboard 

(Control)

Internal layout study: 

Vedant Basu @ UW-Madison

• 16 (or 18)  4-inch PMTs

‣ See Nobu’s slides for more details

‣ Status: Prototype from Hamamatsu has been tested 

& Waiting for first prototype from NNVT


• Waveform micro-Base (wuBase) for each PMT

‣ Generate/regulate HV; record PMT waveform data; 

low level hit buffering/processing

‣ Status: Lots of testing and several revisions so far


• Fanout boards

‣ Fanout + MUX. One for each hemisphere

‣ Status: First prototype will be available in Oct/Nov 


• Mini-Mainboards

‣ Providing power & communication to the surface 

‣ Status: Same as Upgrade

=> First end-to-end test in October/November (Sean Griffin @ UW-Madison)

Only

electronics 

LOM-16

Excerpt from Yuya Makino, presented at 
IceCube Collaboration Meeting 2021-09-20

Waveform micro-Base (wuBase)

3

• HV generation with CW circuit (same as mDOM micro-Base)

• DAQ functionality 


‣ Read Anode and Dy8 signals of 4 inch PMTs => Wide dynamic range

‣ Signals shaped and digitized continuously with 2-channel ADC at 60MSPS and captured in a low-power consumption FPGA

‣ Delay line module in the FPGA records the leading edge time with resolution about 1ns

‣ Microcontroller manages control and regulation of HV, and buffering and low-level processing of digital waveform data  

wuBase + 
4 inch PMT

Chris Wendt

106mm

47mm

HV generation
Analogue frontend

ADC FPGA

Micro controller

wuBase for LOM-16 polar position shown. 
LOM-18 and equator versions differ. 
(Models by Vedant Basu)

wuBase shapes 
dictated by spaces 
between PMTs

Boards connect by ribbon cables, routed 
along support structure in equatorial zone 
(not shown)

(N.B. Redesign 
now has larger 
Fanout Boards 
and using all 
four corners)
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• HV generation with CW circuit (same as mDOM micro-Base)
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PMT base + Front-end DAQ board 
(under development) PMT wuBase development status

27

wuBaseV1.3  
(Oct. 2021)

• V1.3 is fourth version produced & tested 

• Front end circuitry (amplifiers) improved by testing and modifications of V1.2 
• Better pulse response, linearity, removed waveform artifacts (EMI issues) 

• New shape fits upper level “polar” PMT positions in LOM-16 (Hamamatsu pinout) 
• Additional shape tweaking for this position, and other shapes, in progress 

• Updated microcontroller (STM32L5 series instead of STM32L4) 

• Added some tiny coax connectors for bench testing options 

• Ribbon cable connector is not final one but cable itself is compatible 

• Ribbon cable interface definition not updated yet for trigger alert output

–HV

PMT divider circuit  

FPGA

iCE40

ADC

LTC2142

MCU

STM32L5

Analog front-end

–HV

GND

LOM (16)
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• Very similar to mDOM, but both anode+dynode signals are 
digitized to widen the dynamic range


• Whole digitization processes in each PMT base + 
digitization board


• Mainboard works only as commander/communicator


• Another possibility: build ASIC… (would save power & cost)  
16

Gen2 Digitization 

Pulse Shaping

Continuous Digitizing 
FPGA

Analog front-end circuit

Waveform

FPGA

Discriminator

SN74AUC1G74

Timing edge

x16–18
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wuBaseV1.3  
(Oct. 2021)

• V1.3 is fourth version produced & tested 

• Front end circuitry (amplifiers) improved by testing and modifications of V1.2 
• Better pulse response, linearity, removed waveform artifacts (EMI issues) 
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12-bit ADC


LTC2142
anode

dy8
Pulse Shaping

150 mW/each

x16–18
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• Clear SPE has been observed 
with the FWHM of ~50 ns 

• Baseline noise ~1 ADC count… 

extremely good! 


• Anode+dynode readout 
contribute to expanding the 
dynamic range… 

• Even if anode side saturated, 

dynode signal can recover the 
whole range of the pulse
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Gen2 Digitization: First test results 

Circuit design looks no problem

IceCube Gen2 LOM

with baseline noise of about 1 ADC count. The Channel 1 signal path saturates for large signals,
while Channel 2 remains linear up to 5000 PE / 25 nsec. Figure 14 shows LED flashes of varying
brightness and duration, including intensities where both channels are e�ective and others where
Channel 1 saturates at 4095 ADC counts while Channel 2 retains linearity until a higher intensity
threshold.

(a) (b)

Figure 13: Left: Single Photoelectron waveforms. Right: The measured charge distribution for single
photoelectrons at a gain of 5 ⇥ 106.

(a) (b)

Figure 14: Left: A sample event readout, displaying narrow pulses on both channels. Event 3 has saturated
the anode readout on channel 1, but using the readout on channel 2, here taken from dynode 8, one is able to
extract information from the event. Right: The response to wide pulses. The 350 PE event has saturated the
anode readout on channel 1, but channel 2 retains linearity.

The FPGA uses double bu�ering methods to avoid deadtime while transferring recorded data to
the microcontroller via a SPI link. With expected dark count rates well below 1 kHz, the link
speed (6 Mbps) easily manages the data flow. The microcontroller software bu�ers and prepares
waveforms for transfer to the central fanout board. The UART speed of 1.5Mbps is su�cient to
carry all hit data blocks from the bases to the central MCU, selecting one base at a time with
a multiplexer. For the larger inter-string spacing of IceCube Gen2, 240m as compared to 125m
for Gen 1 and 75m for the Upgrade, most waveforms will have photon time spread of > 25 nsec,
due to scattering of photons traveling tens of meters through ice, and the 60 MSPS is su�cient.
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SPE 

Anode readout 

Dynode readout 
[1] PoS ICRC2021 (2021) 1062
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• IceCube detectors are in deep ice, so the in-ice digitization is 
necessary 


• IceCube is now using several in-ice digitization systems with 
carefully managing the critical limitations: 

• cost, power consumption, … 


• Thanks to the technology growing, Upgrade modules can 
digitize without dead-time 

• D-Egg: Simple scheme, the final testing stage 

• mDOM: Complicated, the production stage 


• Gen2 module (LOM) is under development, but its main 
concept shares with the Upgrade modules and so far looks 
working well 
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Summary


