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High-level calibration: absolute energy scale

• Many absolute energy calibration methods to cover the wide range of energy 


• Essential for setting absolute scale, but often limited with position, direction or statistics


• To further improve, better understanding of basic detector response is essential 3

10 MeV 100 MeV 1 GeV

LINAC

N16 (DT, cosmic μ)

μ decay-e π0

Stopping cosmic μ

system injects single monoenergetic electrons into SK in
the downward direction. The energy of the momentum-
selected electrons is precisely measured by a germanium
(Ge) detector using a thin titanium window similar to that
used under the water. To determine the energy scale, 6.28
and 12.93 MeV electron data are compared to simulated
events. Figure 7 shows the z dependence of this compari-
son. We cross check the energy scale obtained from the
LINAC energy with 16N β=γ decays, which originate from
the (n,p) reaction of 16O with neutrons produced by a
deuterium-tritium (DT) fusion neutron generator [13]. The
10.5 MeV endpoint 16N decays of the DT calibration are
isotropic, with 66% of the decays emitting a 6 MeV γ in
conjunction with an electron. DT-produced 16N data are
taken at a much larger number of positions in SK than
LINAC data. Figure 8 compares the reconstructed energy
of 16N simulated events with data, as a function of the z
position of the production. The observed dependence on z
is probably due to an imperfect model of the z dependence

of the optical parameters (see subsection II E). Figure 9
shows the directional dependence of the energy scale, with
respect to the detector zenith angle. The two bins between
cos θzSK ¼ 0.6 and 1 are affected by increased shadowing
from the DT generator. Conservatively, we fit the entire
data with a linear combination of a constant and an
exponential function to estimate the systematic uncertainty
on the day/night asymmetry due to the directional depend-
ence of the bias of the reconstructed energy.
The systematic uncertainty of the energy scale due to

position (direction) dependence is estimated to be 0.44%
(0.1%). The effect of the water transparency variation
during LINAC calibration is estimated to be 0.2%, while
the uncertainty of the LINAC electron beam energy (as
measured by the Ge detector), is estimated to be 0.21%.
The total systematic uncertainty of the absolute energy
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FIG. 6. MSG for LINAC data (points) and MC (histogram),
normalized by the number of events. The solid (dotted) lines and
points on that correspond to 4.38 MeV (8.16 MeV) electrons.
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FIG. 7. LINAC calibration z position dependence of the
absolute energy scale of SK-IV.
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FIG. 8. Difference of the mean reconstructed energy between
data and simulated events, at each position, coming from the
SK-IV DT calibration.
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FIG. 9. Difference of the mean energy between data and
simulated events as a function of the zenith angle in the
SK-IV detector for DT calibration. After subtracting the absolute
offset, the uncertainty is estimated to be "0.1%.
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Basic calibration example: PMT detection efficiency
• Relative PMT detection 

efficiency measurement with a 
light source at the detector 
center (like Super-K)


• Uniform Cherenkov light from a 
Ni-Cf source


• 1% level statistical precision 
achievable


• Systematic uncertainties remain 
due to degeneracies of:


• PMT angular response


• Light attenuation in water
4

used as fine corrections in conversion from output charge to
number of photoelectrons observed.

3.1.4. Absolute gain conversion factor
As pointed out previously, the relative gain for a PMT is usually

obtained from the average of its single-pe distribution. Problems
with pedestal subtraction in the ATMs before SK-IV prevented us
from doing this on a PMT-by-PMT basis. Given the continuous
distribution of relative gain corrections obtained in the previous
section, we can build the cumulative single-pe distribution for all
ID-PMTs. Applying the relative gain correction aligns the single-pe
spectra of all ID-PMTs so that it makes sense to add them, it also
effectively smoothes the sampling of this distribution enough to
overcome problems encountered at the single-PMT level. While
some additional smearing is introduced by the intrinsic resolution
of the relative gain calibration, the resulting cumulative single-pe
distribution largely represents the average single-pe response of
the detector. In particular, we can extract from it the absolute gain
of all ID-PMTs, which had been normalized out when we cali-
brated the relative gains. In this section, we describe the data we
used and present the results of absolute gain calibration.

For this measurement, a uniform and stable source of single-
photoelectron level light is required. We used a “nickel source”
that isotropically emits gamma rays. The gamma rays have about
9 MeV from thermal neutron capture on nickel from the reaction
58Ni(n;γ)59Ni. A 252Cf source provides neutrons. More details can

be found in Section 8.7 of Ref. [1]. The cylindrical geometry and
inhomogeneous nickel distribution of the old nickel source led us
to build a new one with significantly improved symmetry (Fig. 11).
Deployed at the center of the ID, this source delivers 0.004 pe/
PMT/event on average, a level at which more than 99% of observed
signals are due to single-pe.

The nickel source measurement was done at the beginning of
SK-III. The resulting charge distribution is shown in the histogram
in Fig. 12 that was obtained after correcting for relative gain
differences, as described in Section 3.1.3, and accumulating data
from all ID-PMTs. To minimize the effect of dark hits, a similar
distribution was made using off-time (the timing window in
which we do not expect a signal) data and subtracting it from
on-time (timing window in which we do expect a signal) data. To
evaluate the distribution below the usual threshold of 0.25 photo-
electron, data with higher PMT gain and lower discrimination
threshold were obtained. The dashed histogram in Fig. 12 shows
the data with double the usual PMT gain and half the usual
discrimination threshold. Since it was not possible to obtain data
in the region less than 0.3 pC, we used a straight-line extrapolation
into this low-charge region. The systematic uncertainty introduced

Fig. 11. Picture of the nickel source which was manufactured by CI Kogyo. The ball
was made of 6.5 kg of NiO and 3.5 kg of polyethylene. The Cf source was inserted
into the center of the ball and held there by a brass rod.

pC
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

0

500

1000

1500

2000

2500
×103

pC
0 5 10 15 20 25 30 35 40 45 50

1

10

102

103

104

105

106

Fig. 12. The single-pe distributions in pC unit for nickel source data in SK-III. The right plot shows the same histogram in logarithmic scale. The solid line in the left figure
shows the data with normal PMT gain, the dashed line shows the data with double gain and half threshold, and the dotted line is linear extrapolation.

photo-electrons
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

0

500

1000

1500

2000

2500
×103

Fig. 13. The single-pe distributions for our MC simulation (solid line). This
distribution was implemented while we were still using the ATM-based electronics.
The dashed line shows the distribution of number of photoelectrons from the
nickel data in SK-IV. The difference between them is due to the threshold function
of the QBEE, and the ratio is also put into our MC simulation.

K. Abe et al. / Nuclear Instruments and Methods in Physics Research A 737 (2014) 253–272260

by this assumption below 0.3 pC becomes negligible after con-
sidering the true discrimination threshold and the small amount
of charge. The value averaged over the whole pC region was
defined as the conversion factor from pC to single-pe; the value of
this conversion factor was 2.243 pC to single-pe. At the beginning
of SK-IV, we repeated this measurement and found the new
conversion factor to be 2.658 pC per photoelectron. This difference
comes from a long-term increase in the PMT gain. No clear reason
has been identified for this increase, but it is accounted for in
physics analyses.

The single-pe distribution, as constructed above, is also imple-
mented in MC simulations. The solid line in Fig. 13 is the same as
the one we pieced together in Fig. 12, with the axis converted from
pC to photoelectron. For simulations of multiple photons in ID-
PMTs, we sum values drawn from this distribution. The nickel-
source data are also used to extract the threshold behavior for MC
simulations. The dashed histogram in Fig. 13 is the experimentally
observed distribution and has the threshold folded into it. In MC
simulations, we use the ratio of the observed (dashed) and partly
observed, partly extrapolated (solid) histograms in Fig. 13 to
implement single-hit threshold behavior.

3.1.5. Relative differences in QEs
Values for QE differ from PMT to PMT. Here we describe how

we determine the relative QE for each PMT. If the intensity of a
light source is low enough, the observed hit probability should be
proportional to the value of QE for the PMT, as can be seen from
Eq. (2). While we can count the number of hits measured by each

PMT, we cannot easily determine how many photons reached it.
Therefore, we used MC simulation to predict the number of
photons arriving at each PMT, and took the ratio of the observed
number of hits to predicted number of hits.

For this measurement, we use the nickel source used in
absolute gain measurements (Section 3.1.4). In addition, the
uniformity of water quality throughout the tank is quite impor-
tant, since any non-uniformity in water properties causes the hit
probability to depend on the PMT position not just because of
relative geometry, but also because of the exact conditions along
the photon path. As discussed in Section 2.4, this condition can be
identified by measuring the temperature profile throughout the
ID. We conducted this calibration when the water convected over
the whole ID volume.19 It was also confirmed that no significant
top–bottom asymmetry of water quality existed because no
differences in the standard PMTs appeared between top and
bottom. We used nickel source data from that day for this
measurement.

Fig. 14 shows the position dependence of the hit probability
with the following corrections:

NobsðiÞ # RðiÞ2=aðθðiÞÞ ð4Þ

where i again indexes the ID-PMTs, R(i) is the distance from the
source position to the PMT position, and aðθÞ is the acceptance as a
function of incident angle θ [4]. Even after this correction, some
position dependence still remains because of reflection from
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Fig. 14. Hit probability as a function of PMT position. The vertical axis shows the number of hits normalized by average value of all the PMTs. The upper figure shows the
barrel PMTs where the horizontal axis denotes the z (cm) position of PMTs. The lower figures show top (left) and bottom (right) PMTs, where the horizontal axis shows the
square of the distance from the center (cm2). The red thick line shows the data, and the blue thin line shows MC. The MC was not corrected by QE differences in each PMT.
(For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)

19 The data were taken on October 12, 2006 when was just after SK-III started.

K. Abe et al. / Nuclear Instruments and Methods in Physics Research A 737 (2014) 253–272 261

—Data

— Simulation

Super-K measurement:

Nucl. Inst. Meth. A 737 (2014) 253–272



Effect of PMT angular response
• Studying impact of varying detector response to 

reconstruction with simulation


• 10% bias in angular response results in a % level 
momentum bias, even after normalizing with total charge
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How to resolve the degeneracies

6

PMT pre-calibration

• Make detailed measurement of responses 
prior to the installation for subset of the PMTs


• Better characterization of PMT response


• Act as “Standard PMTs” after installation 
to the detector 
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The second measurement uses low-intensity flashes in which only
a few PMTs are hit in each event, therefore, we can be reasonably
sure that each of these is a single-pe hit. We count the number of
times Nobs(i) that PMT i records a charge that is greater than
the threshold value. Since the location of the light source is not
changed between the two measurements, the complicating factors
in estimating those two intensities Qobs(i) and Nobs(i) are almost
identical:

QobsðiÞp Is # aðiÞ # ɛqeðiÞ # GðiÞ ð1Þ

NobsðiÞp Iw # aðiÞ # ɛqeðiÞ ð2Þ

where Is and Iw are the average intensities of high and low
intensity flashes, respectively, a(i) is the acceptance of ID-PMT i,
ɛqe denotes its QE, and G(i) its gain. The threshold is sufficiently
low that the relative changes in gain, which we want to track, have
little effect on Nobs(i), for example, 10% gain change makes
the Nobs(i) just 1.5% change. The low threshold enables us to
ignore, in the above calculations, differences in probability for
having a charge below the discriminator threshold among PMTs.
The gain of each PMT can then be derived by taking the ratio of

Eqs. (1) and (2), except for a factor common to all PMTs:

GðiÞp
QobsðiÞ
NobsðiÞ

: ð3Þ

Then the relative gain of each ID-PMT can be obtained by normal-
ization with the average gain over all PMTs.18

To perform this calibration we need a means to change the
intensity of the flashes of the light source. The light source is
nitrogen-laser-driven dye laser (Section 3.1.8). To manipulate the
overall intensity of the light delivered into the ID, we used a filter
wheel with neutral density filters between the dye laser, and the
optical fiber that feeds light into the diffuser ball.

Fig. 10 shows the ratio (3) for each PMT, the RMS of the
distribution was found to be 5.9%. Since the HV value for each
PMT was determined to make Qobs be the same, we infer that this
deviation is due to differences in QE among PMTs. The observed
ratio in Eq. (3) for each PMT, normalized by the average over all
PMTs, contributed to a table of relative gain differences among
PMTs. These factors for relative gain differences of each PMT are

Fig. 8. The location of “standard PMTs” inside the SK inner detector (left). The red points indicate the locations of the standard PMTs. These PMTs served as references for
other PMTs belonging to the same group with similar geometrical relationship to the light source (right). (For interpretation of the references to color in this figure caption,
the reader is referred to the web version of this paper.)
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Fig. 10. Distribution of relative gain of PMTs.

18 The common factor Is=Iw is also eliminated by this normalization. In the
actual measurement, Nobs was corrected by occupancy.

K. Abe et al. / Nuclear Instruments and Methods in Physics Research A 737 (2014) 253–272 259
Location of the “standard 

PMTs” in Super-K

Cross-calibration with mPMT

• mPMTs have advantages of:


• Large variety of PMT pointing direction 


➡Disentangle PMT angular response 
and light traveling direction


• Better timing resolution 


➡Better separation of indirect photons

Detector R&D for Hyper-Kamiokande
Outer detector: PMT+WLS plate 

PMT cover

ID mockup Underwater 
electronics:

Case design and 
feedthrough

13

Multi-PMT module:
(ref. KM3NeT)

Box&Line PMT in Super-K



PMT pre-calibration 
• Two major efforts:


• A very detailed PMT response characterization at the 
Photomultiplier Testing Facility (PTF) at TRIUMF


• Simpler, but larger volume measurements at Kamioka


• PTF currently measuring a Super-K PMT. Almost ready 
to start Hyper-K PMT measurements.


• Already produced Hyper-K PMTs being measured at 
Kamioka


• Learning their basic characteristics (gain, timing 
response, dark rate, after pulse, B-field dependence, 
long-time stability etc)

The Photosensor Test facility (PTF) at TRIUMF 
● 3 pairs of Helmholtz coils (one in 

each direction)

○ Can control magnetic field

● 2 optical box (laser, polarizer 

sensors to measure tilt, 

temperature and magnetic field)

● DAQ to perform 2D 

characterization of PMT (transit 

time, detection efficiency, gain)

● Reflection measurements

Helmholtz coils
Water system

Electronic rack
PTF frame

PTF Geometry

PTF room

PTF measurements

Measure PMT response to 
external variables 

17pA573-2

まとめと今後

三⽊信太郎（東⼤宇宙線研） ハイパーカミオカンデに向けたPMT測定環境の構築とその評価

12

• 同時に16本の PMT のダークレート、出⼒電荷分布、アフター
パルス量、時間分解能を測定可能な測定環境を構築した。

• 温度は冷却器では~2°C、空調では < 1°C の精度で管理できる。
（夏季の温度管理法は冷却器に伴うノイズの理解・対策後に決定予定）

• ミューメタルを⽤いた磁場遮蔽により、Room1 では < 100 mGを
ほぼ達成した。

• Room2 では鉛直⽅向に 300-400 mGが残っており、これが測定に
与える影響については補償コイルを⽤いて調査中。影響が無視
できない場合は（特に Room2 において）さらなる遮蔽 or 補償を
⾏う。

• 0.5~1ヶ⽉ごとに16本の PMT の測定を開始しており、ハイパー
カミオカンデ建設まで PMT の品質監視を続ける。

50-cm PMT measurements 
at Kamioka

Photomultiplier Testing 
Facility at TRIUMF
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Light attenuation measurement with mPMT
• Measurement of light attenuation length using optical light injected from a 

side-wall injector


• Large distance-angle correlation for 50-cm PMTs


• mPMTs can cover a full range of travel distance at a consistent incident angle

8

(R, cosș) coverage 

� Multi-pointing small PMTs in mPMT give much better ș coverage 
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50-cm PMT
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Attenuation length measurement

• Fit for attenuation length


• Results sensitive to indirect 
light contribution


• Better separation of indirect 
light with time window cut


• Measured attenuation length 
with mPMT less dependent 
on timing cut criteria 


• Less potential bias due to 
timing resolution 
uncertainty

9

Simplest fit: uniform source intensity 

�   

� mPMT: tD cut = 3 ns 

� Larger bias at 350 nm 
due to more scattering 
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Post-fit correlation matrix 

pol2 pol3 pol3 

pol2 

pol3 

pol3 

pol2 pol3 pol3 

400 nm 350 nm 

Simplest fit: uniform source intensity 

�   

� B&L PMT: tD cut = 5.2 ns 

� Larger Ȥ2/dof due to  
poor description of indirect photons 

� Larger correlation due to 
smaller (R, cosș) coverage 
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Post-fit correlation matrix 

pol2 pol3 

400 nm 

pol2 

pol3 

pol2 pol3 

350 nm 

Systematic uncertainty: 
PMT hit time smearing 

� Additional (non-simulated) smearing may come from:  
LED pulse width, PMT/source position, hit digitization, etc. 

� Shift tD cut and compare fitted LĮ. Potentially large bias across the long 
tail in B&L PMT 
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mPMT B&L 

Systematic uncertainty: 
PMT hit time smearing 

� Additional (non-simulated) smearing may come from:  
LED pulse width, PMT/source position, hit digitization, etc. 

� Shift tD cut and compare fitted LĮ. Potentially large bias across the long 
tail in B&L PMT 
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mPMT B&L 50-cm PMT
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Optical parameter fitting with intentional bias
• Introduce ~1% angular bias to the light intensity as a fake data


• Simultaneously fit (Light intensity) x (Water attenuation) x (PMT angular response)


• Fit with mPMT fit successfully recovers truth value, while significant bias revealed for 50-cm PMTs
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Systematic uncertainty: 
source non-uniformity 
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� B&L PMT: indirect photon background changes Æ best-fit values biased 
� I(șs,ĳs) fitted away from nominal Æ struggling to compensate for background 

Systematic uncertainty: 
source non-uniformity 
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� mPMT fit: best-fit values stay mostly the same, with 
larger uncertainty 

mPMTs capable to measure detector responses with smaller systematic uncertainty 
Optimizing  mPMT geometry and arrangement
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Summary 

• Variety of calibration sources to cover both high-level and basic detector response 
calibration for Hyper-Kamiokande


• Essential to fully utilize them to achieve required calibration precision


• Resolving parameter degeneracies is a key for precise basic detector response 
calibration


• Actively studying methods for


• PMT pre-calibration


• Optical measurements with multi-PMT


• Many more studies ongoing to maximize/optimize calibration capability in coming years!
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