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Timing/clock distribution system at neutrino 
beamline

‣Receive beam timing from accelerator 
‣Record time stamp of beam extraction timing using GPS 
‣Distribute the extraction timing and its time stamp to detectors

Determine neutrino beam production timing and 
distribute its to ND and SK

[purpose]

[functions]



Beam timing from accelerator

Development of next-generation timing system for
the Japan Proton Accelerator Research Complex

Fumihiko Tamura, Hiroki Takahashi, Norihiko Kamikubota, Yuichi Ito, Naoki Hayashi

Abstract—A precise and stable timing system is necessary
for high intensity proton accelerators such as the J-PARC.
The original timing system, which was developed during the
construction period of the J-PARC, has been working without
major issues since 2006. After a decade of operation, the optical
modules, which are key components for signal transfer, were
discontinued already. Thus, the next-generation timing system
for the J-PARC has been developed and built. The new system is
designed to be compatible with the original system in terms of the
operating principle. The new system utilizes modern high speed
serial communication for the transfer of the clock, reference
trigger, and type code. We describe the system configuration of
the next-generation timing system and current status.

Index Terms—Proton Synchrotron, Timing System

I. INTRODUCTION

THE Japan Proton Accelerator Research Complex (J-
PARC) [1] is a high intensity proton accelerator facility,

which includes three accelerators, the 400 MeV linac, the
3 GeV rapid cycling synchrotron (RCS), and the 30 GeV
main ring synchrotron (MR). The design output beam power
of the RCS and MR is 1 MW and 750 kW, respectively.
The RCS delivers high intensity proton beams to the Material
and Life Science Experimental Facility (MLF) for generation
of neutrons and muons and to the MR. The MR beams are
delivered to the neutrino experiment and the hadron hall by
fast extraction (FX) and slow extraction (SX) schemes, respec-
tively. The beam commissioning of the J-PARC accelerators
started in 2006. The beam intensity has been increased steadily
with progress of the beam tuning and hardware upgrades.
As of June 2020, the RCS output beam power for the MLF
user program is 600 kW, and the MR beam power reached
510 kW and 51 kW for the neutrino experiment and the hadron
experiments, respectively.

The operating cycle of the J-PARC accelerators is illustrated
in Fig. 1. The linac and RCS are operated at the repetition rate
of 25 Hz. The MR cycle, i.e., the whole operating cycle of
the J-PARC, is 2.48 s and 5.2 s for the FX and SX modes,
respectively. The MR cycle must be an integer multiple of the
RCS period, 40 ms. Four RCS beam is injected to the MR
at the K1 to K4 timing and the other beam is delivered to
the MLF. The beam parameters of the linac and RCS, such as
the macro pulse width, the chopping width, and the exciting
pattern of the injection bump magnets, are different for the
beam to the MLF and MR. Therefore, different timing signals
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Fig. 1. Operating cycle of the J-PARC accelerators.

for the devices of the linac and RCS are required during the
MR cycle.

For high intensity proton accelerators such as the J-PARC,
the beam loss reduction is important to avoid the residual
activation of the components. A precise and stable timing sys-
tem, which generates the triggers and gates for the accelerator
devices, is necessary to realize the precise beam control for
minimizing the beam losses. Typically, the jitter of the triggers
must be less than 1 ns in the J-PARC.

At the J-PARC, two kinds of timing are defined; the sched-
uled timing and the synchronization timing. The scheduled
timing is defined by the programmed delay from the 25 Hz
reference trigger sent from the central control building (CCB).
The synchronization timing is the timing signals generated by
the accelerator devices to synchronize the beams. The linac
chopper gate pulses are generated by the low level rf (LLRF)
control system of the RCS so that the injected intermediate
beam pulses into the RCS are centered to the rf buckets of
the RCS. The trigger for the extraction kicker of the RCS and
the injection kicker of the MR is also generated by the RCS
LLRF control system. Most of the accelerator devices in the
J-PARC are operated by the scheduled timing. We focus on
the scheduled timing in this article.

The original timing system [2], [3] was developed during
the construction period of the J-PARC. The system has been
working without major problems since the start of the beam
operation in 2006. However, the optical modules, which are
key components in the timing system for signal transfer, have
been discontinued already. We decided to develop the next-
generation timing system in 2016 and the new modules were
successfully deployed in 2020.

In this article, we describe the operating principle of the
schedule timing and the configuration of the original timing
system. The configuration of the next-generation timing sys-
tem is presented. Also, the test results and the current status
are described.
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RF captured beam 
   → synchronized with RF clock signal

(1) Scheduled timing

Two kings of timing are defined:

(2) Synchronization timing

Both timing signals are sent to 
neutrino beamline

- based on 25Hz  clock  
(master clock is 12MHz) 

- to generate magnet 
excitation pattern etc.

- based on RF clock 
(1.671-1.721MHz for 3-30GeV) 

- to generate Injection & 
Extraction devices excitation



Timing distribution and time-stamp recording at neutrino 
beamline control room

- Time-stamp of the beam extraction timing is recorded using GPS system 
(Local-Time-Counter: LTC module) 

- Spill# (counter of # of beam trigger) and the beam extraction timing signal 
(NIM-level pulse) is then distributed to beam monitors, ND detectors through 
E/O, O/E modules

delay

Beam synchronization
timing

First Extraction
devices
(Kickers)

Acc. control room (D3) NU control room (NU1)

optical
fiber

GPS antenna

Trigger Time stamp
[nsec]

SK-T2K trigger

Trigger 
logic delay

ND280 trigger
(incl. clock,spill#)

to beam monitor’s
electronics

delay

delay

E/O

E/O

O/E

O/E

Horn excitation

optical
fiber

LTC

E/O

E/O

to beam monitor’s
electronics @
other control rooms



GPS antenna@NU1

GPS system (T2K)

Septentrio 
PolaRx4T

Rb clock  
(10MHz)

LTC1 and LTC2 Running in Parallel
• LTC1 clock counter had bug (bit 31th sometimes stuck)

• Current configuration: Using the backup LTC in parallel with the primary LTC
• Primary LTC had been modified in Sep. 2018 for adding GPS3 to the system (which introduced the 48-bit counter problem for TRG0 input) 
• Backup LTC module was available in the VME crate, with original firmware and hardware configuration
• Backup LTC module is used actively in parallel to the primary LTC in the gps_collector VME access
• Connect a few signals (10 MHz rubidium reference clock, rubidium 1PPS, the ~100ms trigger and ~20µs trigger) to get the correct and 

accurate timing of the ~20µs trigger, and still keep all 3 GPS receivers active as well
• Sakashita-san implemented this idea on Nov. 17th, 2020
• H. Berns modified the gps_collector, and it’s works well now by using both LTC#1 and LTC#2 to get the -20µs spill times right

3LTC

- Two independent GPS receivers 
(identical set at both Tokai and 
Kamioka) 

- Rb clock as a master clock of 
LTC → generate 100MHz 

- In LTC, time-stamp of beam 
extraction trigger is recorded 

1sec

2/12/2022 2:09:22 2/12/2022 2:09:23

Trigger

GPS1

GPS2

100MHz

MotorolaNew participation for HK era 
is highly welcome !! [developed by H.Berns (UC Davis)]



GPS Upgrade

T2K GPS System Block Diagram for 2017/18 Upgrade
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Data

N. Dokania, K. Sakashita, Y. Hayato, etc19 / 21

Common view (CV) system
- Since satellites used in Tokai and 

Kamioka GPS may be different, 
there are uncertainties  on time 
synchronization between Tokai and 
Kamioka 

- To monitor the Tokai-Kamioka time 
synchronization, we introduce 
“common view” system
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特集 時間・周波数標準特集

た衛星双方向時刻比較方式は、容易に高精度な

時刻比較を行うことが可能であり、アジア地域

では主な国は衛星双方向に移行している［3］。GPS

を利用した時刻比較でも、マルチチャンネル受

信機の開発、GPSとGLONASSの2種類の衛星が

受信可能な時刻比較受信機の開発、測地用受信

機の時刻比較への活用などにより、比較精度改

善が図られている。

2 GPS時刻比較

2.1 GPS
GPSは米国防総省主導で開発された全世界測

位衛星システムで、NAVSTAR/GPS（Navigation

System with Time and Ranging/Global Positioning

System）の略称である［4］。GPSは4個以上の衛星

からの信号を同時に受けることで、地球上の極

域を除いたあらゆる場所で実時間測位を可能に

するために開発された。

GPS衛星には、セシウム又はルビジウム原子

時計［5］が搭載され、すべての周波数と時刻の元

となっている。GPS衛星はこの原子時計を使用

して10.23MHzの基準周波数を作り、更にこれを

154倍（1575.42MHz）及び120倍（1227.60MHz）し

た二つの搬送波周波数を作る。この搬送波周波

数はそれぞれL1, L2と呼ばれる。これら二つの搬

送波に、測距信号となる擬似乱数符合（Pseudo

Random Noise: PRN）と、軌道情報などの航法メ

ッセージを乗せて電波信号を送信する。搬送波

として2波を使うのは電離層遅延を補正するため

であり、3.2.3で詳細に述べる。
搬送波に重畳されている測距信号には、チッ

プレートが1.023MbpsのC/A（clear and acquisi-

tion）コードと、10.23MbpsのP（precise）コード

があり、C/AコードはL1のみに、PコードはL1,

L2の両方に乗っている。Pコードは2波両方に乗

っていることから、搬送波にならってそれぞれ

P1, P2と呼ばれる。C/Aコードは符合列が公開さ

れており、一般の利用者が使用できる。Pコード

は本来軍用であったが、最近は測地用受信機の

ほとんどがPコードを解読できる。

各信号の観測精度については、受信機の性能

に依存するが、一般的には対応する波長の1/100

が内部精度の目安であることから、C/Aコード

で3m（10ns）、Pコードで30cm（1ns）、L1で2mm

（7ps）程度となる。

2.2 GPS Common View
GPS Common View［6］は1980年代初期に当時

のNBS（National Bureau of Standards、現在の

NIST: National Institute of Standards and

Technology）のD.W.Allanにより提案された方式

である。GPS Common Viewの原理を図1に示す。

時刻比較を行おうとする局 i , jは，GPS衛星 k

からの時刻信号（t k）を同時に受ける。各局の受信

時刻をそれぞれ ti, tjとすると、伝搬遅延補正後の

局 i , jと衛星 k の時刻差は、

となり、式（1）と式（2）の差をとることで、GPS

信号を仲介とする時刻比較が行える。

このように、GPS Common Viewは、時刻比較を

行う局間で、同時に同一の衛星からの信号を受

信することにより、衛星の時計の誤差を相殺し、

高精度な時刻比較を行うものである。

GPS時刻比較を行う場合、アンテナ位置は測

量などの手段であらかじめ求めておき、比較時

には既知として扱うことから、ある瞬間に1個の

衛星が受かれば時刻比較が成立する。当時NBS

では、Common Viewの提案を行うとともに、時

刻比較用の受信機の設計も行った。このような

受信機はNBSタイプ受信機と呼ばれ、その後、

図1 GPS Common View

（1）
（2）

（3）

Common view can 
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each satellite and 
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Beam time-stamp information (GPS data) is sent to SK DAQ 
in realtime

T 

GPS 
receiver 

Time stamp 

SK PMT hits 
Tspill+TOF 

-500µs +500µs 

Store as “T2K event” 

Preparation of the T2K GPS information transfer system 
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Strage 

sw 

Kamioka Kenkyuto 
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GPS recv. 
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Neutrino ( J-Parc ) 

FW 

Switch 
(routing) 

Near Detector 

GPS 
recv. 

Beam DAQ 

Edge sw. 

Magnet control etc 

Reflective 
memory 

V
P
N

 in
 S

in
e
t 

SK 

Off-line 

Spill timing transfer from J-PARC to SK 

Obayashi, Hayato 

Using the T2K spill timing, 

  all the PMT hits within ±500 µs 

    are recorded as the T2K event. 

( 1st priority  

 in the software trigger ) 

**) Detailed beam information 

 will be transferred afterwards 
  using standard line. 

Prepare dedicated network line (VPN) 

 to transfer spill timing information. 

TOF

Tgps = GPS time 
(w/ correction of cable
            length from antenna to receiver)

TN0

TF0 TF1

TN1

Tfx μsec

Tnu μsec

kicker magnet
Excitation wave

TK

Beam@FxKicker-1

Beam@QFP
(Neutrino reference

point)

L=55.356m
→ tdt01 = 165nsec

Beam@CT01

1.92 μsec

TN2

0.049(TD4V~RPN500)+0.182(RPN500)
+1.5(D3~NU1)+0.182(RPN500)+0.002(lemo)

FADC gate
(7μsec)

Tgate-CT

0.11+Tdelay+0.2+0.014 μsec

cable length
(monitor to FADC)

signal@NU1

Fx kicker 
timing

NU DAQ
timing
(CT01)

For Txx definition,
 see "timing_chart.081118.pdf"

Total:   Tfx + tx + t5 μsec

Total:   Tnu  + Tdelay  + 3.24 μsec

1 μsec
(gate-edge ~ signal)

tx 

t5 in the Shibata-san's table

v20091203

ts

Beam@target

L=241.7m
tdt02 = 0.81 μsec

SK
L=295336m

TOF =  985.1 μsec

tdt = 0.99 μsec

TN0 TN1

Tnu μsec
1.95 μsec

TN2

0.049(TD4V~RPN500)+0.182(RPN500)
+1.5(D3~NU1)+0.182(RPN500)+0.002(lemo)+0.036(TN2-LTC)

NU DAQ
timing
(GPS)

TLTC-in

GPS antenna

Tg μsec

Tbeam@kicker
Tbeam@CT01

Tgps

Toffset@Tokai = delay between Tgps 
                          and beam@target

cable length = 30m (150nsec)

distance from target to SK :
GPS alignment data (by T.Ishii-san)

22010年3月1日月曜日
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Timing distribution to detectors

DG645

Proposals for Globally Running  

the ND280 Off-Axis Detector 
 

Alfons Weber 

Version 1.1, 7-July-2008 

 

1 Introduction 
This document contains a short description on how to schedule triggers in a global run of 

the ND280 Off-Axis detector. 
 

 
Figure 1: System Overview 

 

2 Triggers 
A global run with more than one sub-detector has to contain more than one type of 

triggers.  A normal run with beam would contain the following triggers 

• beam, cosmic, LED, laser, dark noise 

A normal run without beam would contain the following triggers 

• (fake beam), cosmic, LED, laser, dark noise 

The "fake beam" and "dark noise" triggers are probably identical.  

This sequence allows taking physics data as well as being able to calibrate the detectors.  

 

We will also need special runs, which just generate a fixed number and rate of special 

triggers. They are 

✤ Currently, NIM E/O, O/E modules are utilized to 
transfer trigger, spill# 

✤ Plan to develop new timing/clock distribution 
(FPGA based) system toward HK

✤ A dedicated optical module 
is utilized to transfer trigger, 
spill#, 100MHz clock

To beam monitors, horn etc. To Near Detector



Beam Timing

・At beginning of the run, 
   the beam timing was little early (1).

・This was reported to the beam group,
   but the timing shifted earlier (2).

・After tuning again,  the timing became 
   fine and stable until the end of the run (3).

・This is not a problem for DAQ
   because the beam was not in dead time of FEB.

(1) (2) (3)

hatched area means DAQ dead time 11

Run 11
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• T2K run 11 began taking data on 8 March 2021.  
• Protons on Target:  

• 1.79×1020 (Run 11)  
• 38.1137×1020  POT so far. 

Realtime plot, timing will be corrected during re-processing. 

Proton beam signal by SSEM

Event timing dist. (INGRID)

Event timing dist. (SK)



Summary
❖Timing/clock distribution system at J-PARC 
neutrino beamline is introduced 

❖ Current system has been working without any 
troubles but some hardwares are already 
discontinued  

❖ Toward HK era, development of some 
hardwares including GPS system is desired. 
New participation is highly welcome !!


