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INTRODUCTION

Definitions

”A computer program is said to learn from experience E with respect to
some class of tasks T and performance measure P if its performance at
tasks in T, as measured by P, improves with experience E.”a

”Machine learning is the field of study that gives computers the ability to
learn without being explicitly programmed” b

aTom Mitchell (1997). Machine Learning. McGraw Hill.
bArthur L Samuel (1959). Some studies in machine learning using the game of checkers. In: IBM Journal

of research and development, pp 210-229
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WHY LEARNING ?

Machine learning is programming computers to optimize a performance
criterion using example data or past experience.

Learning is used when

◦ Human expertise does not exist
◦
◦
◦
◦
◦
◦
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WHY LEARNING ?

Machine learning is programming computers to optimize a performance
criterion using example data or past experience.

Learning is used when

◦ Human expertise does not exist
◦ Humans are unable to explain their expertise
◦ Amount of knowledge is too large for explicit en-

coding
◦ Solution changes in time
◦ Relationships can be hidden within large amounts

of data
◦ Solution needs to be adapted to particular cases
◦ New knowledge is constantly being discovered by

humans
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AN ILLUSTRATIVE EXAMPLE

Spam detection: naive approach

1 Observe what is a spam and detect recurrent patterns

2 write an algorithm of these patterns

3 If a new email contains these patterns then classify it as a spam

4 iterate until convergence

I Complex task

I High number of rules

I Impossible to maintain/update
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AN ILLUSTRATIVE EXAMPLE

Spam detection: Machine Learning approach

1 A ML spam filter automatically learns relevant patterns

2 Automatic adaptation

3 Can help humans to learn→ Data Mining
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DIFFERENT TYPES OF MACHINE LEARNING ALGORITHMS

Several criteria, non exhaustive and combinable

1 Supervised of not

2 Incremental of batch learning

3 Instance-based or model-based algorithms
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TAXONOMY USING SUPERVISION

Supervised

learning

1 Labeled data

2 Direct feedback

3 Predict outcome

Unupervised

learning

1 No Labels/targets

2 No feedback

3 Find hidden structures

Reinforcement

learning

1 Decision process

2 Reward system

3 Learn policy
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SUPERVISION

SUPERVISED LEARNING

Supervised

learning

1 Labeled data

2 Direct feedback

3 Predict outcome
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SUPERVISION

SUPERVISED LEARNING

Workflow
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SUPERVISION

SUPERVISED LEARNING

Main algorithms:

I K-nearest neighbors (K-nn).

I Support Vector Machines (SVM/SVR)

I Linear/logistic regression

I Decision Trees

I Random forests

I Neural networks (shallow and deep)
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1-NN (red)
and 3-NN (blue) decision rule
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min
w∈Rd
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wrt yi(w
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xi) ≥ 1, 1 ≤ i ≤ n
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SUPERVISION

UNSUPERVISED LEARNING

Unupervised

learning

1 No Labels/targets

2 No feedback

3 Find hidden structures
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SUPERVISION

UNSUPERVISED LEARNING

Main algorithms:

I Clustering

◦ K-means and variants
◦ Hierarchical cluster analysis
◦ EM algorithm

I Visualization

◦ Linear methods (PCA, ICA,...)
◦ Manifold Learning (ISOMAP, LLE, tSNE,...)

I Association rules
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SUPERVISION

SEMI-SUPERVISED LEARNING

I Mix between supervised and unsupervised learning

I Some training examples contain outputs, but some do not

I Use the labeled training subset to label the unlabeled portion of the training set,
which are then also utilized for model training
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SUPERVISION

REINFORCEMENT LEARNING

Reinforcement

learning

1 Decision process

2 Reward system

3 Learn policy
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INCREMENTAL/BATCH LEARNING

INCREMENTAL/BATCH LEARNING

Availability of the data ?

I Yes: batch Learning
◦ Time consuming
◦ Must train offline
◦ If new data, no update easily possible→ Full training

I No: online learning
◦ Incremental learning
◦ Fast
◦ Interests: data flow/ limited ressources / data that cannot be stored.

Online learning Huge amount of data
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INCREMENTAL/BATCH LEARNING

ONLINE LEARNING

Learning new data / Forgetting the old one

I too often: instability/ sensitivity to outliers
I too rarely: no adaptation

⇒Learning rate
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MODEL / INSTANCE BASED

GENERALISATION

Generalisation

Capacity of an algorithm to predict relevant values/labels on unseen data.

When building an algorithm, 2 strategies are possible:

1 Instance-based algorithm: only relying on the training set
◦ Easy to learn by heart
◦ How to allow generalization ?

2 Model-based: use of a parametric model
◦ What kind of model ?
◦ How to tune parameters ?
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MODEL / INSTANCE BASED

GENERALISATION

Instance based Model based
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INTRODUCTION

Two things can go wrong

1 Bad data

2 Bad algorithms
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DATA CHALLENGES

NOT ENOUGH DATA

Not enough data

I A child can learn (and generalize) what is an
apple with only few examples

I A machine learning algorithm needs thousands
of examples
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DATA CHALLENGES

NOT ENOUGH DATA

Not enough data

I A child can learn (and generalize) what is an
apple with only few examples

I A machine learning algorithm needs thousands
of examples

Few data→ a simple algorithm.
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DATA CHALLENGES

UNREPRESENTATIVE DATA
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DATA CHALLENGES

POOR QUALITY DATA

Clean the data

I Remove or correct outliers

I Missing values:

◦ Ignore the feature
◦ Ignore the individual
◦ Impute values
◦ Combine...
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DATA CHALLENGES

POOR QUALITY DATA

Clean the data

I Remove or correct outliers

I Missing values:

◦ Ignore the feature
◦ Ignore the individual
◦ Impute values
◦ Combine...

Unsignificant features

I Feature selection (from the original ones)

I Feature extraction (linear/non linear dimension reduction)

I Collect new features
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ALGORITHMS CHALLENGES

UNDER/OVERFITTING

Problem: Linear Least square problem.

Order 2
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ALGORITHMS CHALLENGES

UNDER/OVERFITTING

Problem: Linear Least square problem.

Order 6
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ALGORITHMS CHALLENGES

UNDER/OVERFITTING
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ALGORITHMS CHALLENGES

UNDER/OVERFITTING

Problem: Linear Least square problem.

Order 8
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ALGORITHMS CHALLENGES

UNDER/OVERFITTING

Problem: Linear Least square problem.

Order 9
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ALGORITHMS CHALLENGES

UNDER/OVERFITTING

Problem: Linear Least square problem.

Order 9

The model is...

I Too simple: underfitting

I Too complex: overfitting
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TRAINING AND TEST SETS

Don’t trust a priori...

Once the model is trained, there is a need to test if it is reliable and performs well.
Z = ZL ∪ ZT

I ZL: training set (training error)

I ZT : test set (generalization error)
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TRAINING, TEST AND VALIDATION SETS

Comparing several models.

Need for an additional set when comparing several algorithms
Z = ZL ∪ ZT ∪ ZV

I ZL: training set (training error)

I ZT : test set (generalization error)

I ZV : validation set (hyperparameters tuning)

Risk: learning ZV .

Solution: Cross validation.
I Use different partitions Z = ZL ∪ ZT ∪ ZV

I keep the best model
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TRAINING, TEST AND VALIDATION SETS
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MEASURING PERFORMANCE

PERFORMANCE MEASURE

Measuring the performance of a classifier is generally harder than for a
regression algorithm.
I cross validation (can be difficult if the classes are non equilibrated)
I confusion matrix (binary and multiclass cases)
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MEASURING PERFORMANCE

PERFORMANCE MEASURE

C =

(
C1,1 C1,2

C2,1 C2,2

)
Example: binary confusion matrix C

I C1,1 : true positives (TP)
I C2,2 : true negatives (TN)
I C1,2 : false positives (FP)
I C2,1 : false negatives (FN)
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PERFORMANCE MEASURE

C =

(
C1,1 C1,2

C2,1 C2,2

)
Example: binary confusion matrix C

I C1,1 : true positives (TP)
I C2,2 : true negatives (TN)
I C1,2 : false positives (FP)
I C2,1 : false negatives (FN)

Precision / Recall

I precision P = TP
TP+FP

:

I recall TP
TP+FN
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MEASURING PERFORMANCE

PERFORMANCE MEASURE

F1 score

F1 = 2
P.R

P +R
=

TP

TP + FN+FP
2
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Harmonic mean

Good performances for classifiers with similar P and R values
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MEASURING PERFORMANCE

PERFORMANCE MEASURE

F1 score

F1 = 2
P.R

P +R
=

TP

TP + FN+FP
2

Harmonic mean

Good performances for classifiers with similar P and R values

P/R compromise

I In general, improving P lowers R and vice versa.
I Decision function, returning a value compared to a threshold
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MEASURING PERFORMANCE

PERFORMANCE MEASURE

ROC curves
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AND NOW, SOME MATHS...
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STATISTICAL LEARNING

STATISTICAL LEARNING THEORY

Learning Model (Vapnik)

1 A generator (G) of random vectors x ∈ D, i.i.d, P (x) fixed but
unknown;

2 A supervisor (S) giving for each input x a value y ∈ C drawned from
P (y|x) fixed but unknown;

3 A Learning Machine (LM) implementing a set of functions F .
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STATISTICAL LEARNING

STATISTICAL LEARNING THEORY

Problem statement

Find f ∈ F that best fit the supervisor S

Training Set

Z = {(x1, y1) , . . . , (xl, yl)}

l observations i.i.d from P (x, y) = P (x)P (y|x).

Find f : D → C such as R (f) = P (y 6= f (x)) is minimal.
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STATISTICAL LEARNING

LOSS FUNCTION AND ERROR

Loss function

L (y, f (x)) = 1y 6=f(x)

Difference between S (y) and LM (f (x))

Risk or Error

R (f) =

∫
L (y, f (x)) dP (x, y) = P (y 6= f (x))

⇒ Expected value of the loss function = probability that f predicts a differ-
ent value of S.
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STATISTICAL LEARNING

CLASSIFICATION, REGRESSION AND DENSITY ESTIMATION

Problem statement

Knowing Z, find f ∈ F such that

f = Argmin
g∈F

R (g)

Some comments

Depending on L, this formulation allows to address classification, regression
and density estimation problems, e.g.
I Classification: L (y, f (x)) = 1y 6=f(x)

I Regression: L (y, f (x)) = (y − f (x))2

I Density estimation: L (y, f (x)) = −log (f (x))
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STATISTICAL LEARNING

MINIMUM RISK FUNCTION: BAYES’ FUNCTION

For classification problem, ∃ a minimum risk function

fBayes (x) = Argmax
y

P (y|x)

fBayes :”Ideal” function to reach (no hypothesis on the underlying distributions)

Problem statement

Knowing Z, approximate fBayes with f ∈ F .a

aa priori fBayes /∈ F

45 / 52



INTRODUCTION TAXONOMY MACHINE LEARNING CHALLENGES TEST AND VALIDATION FROM MACHINE TO DEEP LEARNING AND NOW SOME FUN CONCLUSION

STATISTICAL LEARNING

MINIMUM RISK FUNCTION: BAYES’ FUNCTION

Let suppose there exists fopt ∈ F of minimal risk:

0 ≤ R
(
fBayes

)
≤ R (fopt) = R

(
fBayes

)︸ ︷︷ ︸
non-deterministic

+
(
R (fopt)−R

(
fBayes

))︸ ︷︷ ︸
structural error

Choice of F

I Using expressive F spaces to allow
R (fopt) ≈ R

(
fBayes

)
I Not too rich, otherwise risk of

overfitting
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EMPIRICAL RISK MINIMIZATION

EMPIRICAL RISK

Natural idea: findf ∈ F that best classify Z

Empirical risk

Remp (f) =
1

l

l∑
i=1

L (yi, f (xi)) =
Card {i|f (xi) 6= yi}

l

Empirical Risk Minimization(ERM)

Find f ∈ F (femp) minimizing Remp (f)

R(femp)=R(fBayes)+(R(fopt)−R(fBayes))+(R(femp)−R(fopt))
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EMPIRICAL RISK MINIMIZATION

EMPIRICAL RISK

One cannot expect to compute femp is a reasonable time
→ Approximation fapprox of femp.
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EMPIRICAL RISK MINIMIZATION

EMPIRICAL RISK

At least four reasons altering the results of a classfication method:

I Nature of the problem : minimum⇒ Bayes and can
be important;

I low expressivity of F : structural error;
I Non consistancy of ERM principle : do we get close to
fopt with Z? (be careful: learning by heart !!);

I Minimization can be computationaly hard/unstable.
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EMPIRICAL RISK MINIMIZATION

UNIFORM CONVERGENCE OF THE EMPIRICAL RISK

ERM does not necesseraly get close to rhe real risk (Z is randomly drawned)

Serious problem !!

I foptclose to fbayes ⇒ richF
I To find fopt by ERM, F not too rich....
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EMPIRICAL RISK MINIMIZATION

UNIFORM CONVERGENCE OF THE EMPIRICAL RISK

ERM does not necesseraly get close to rhe real risk (Z is randomly drawned)

Extreme cases

I F = {fopt}: easy to find but probably high Remp

I F : set of all possible functions⇒ fbayes ∈ F but also all f minimizing
Remp and in particular fbyheart.
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EMPIRICAL RISK MINIMIZATION

UNIFORM CONVERGENCE OF THE EMPIRICAL RISK

ERM does not necesseraly get close to rhe real risk (Z is randomly drawned)

Bias-variance tradefoff

◦ Biais ≈ distance between fbayes andfopt
◦ Variance ≈ distance between fopt and femp
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EMPIRICAL RISK MINIMIZATION

SOME RESULTS

Definition

The Empirical risk uniformly converges (in probability) to the real risk in F iff

(∀ε > 0) lim
l→∞

Pr
{
Maxf∈F

∣∣∣Rl
emp (f)−R (f)

∣∣∣ ≥ ε} = 0
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EMPIRICAL RISK MINIMIZATION

SOME RESULTS

Proposition:

If the empirical risk uniformly converges to the real risk then a LM based on
ERM converges in probability to fopt:

lim
l→∞

Pr
{∣∣∣R(f lemp

)
−R (fopt)

∣∣∣ ≥ ε} = 0

The VP dimension Df allows to precise some points: if Df <∞ , and |Z| = l,
then with probability at least 1− η:

∣∣∣Rl
emp (f)−R (f)

∣∣∣ ≤√Df

l

(
1 + ln

(
2l

Df

))
−

1

l
log

η

4

⇒ if Df <∞, ERM allows to converge to a function of minimum risk in F .
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