cherenkov
telescope

array

Monitoring System in CTADIRAC

L. Arrabito

LUPM CNRS-IN2P3, France

DIRAC@IN2P3 F2F Meeting 14t April 2022, Lyon



Introduction ‘ Cta

« Monitoring System installed late 2020 on CTADIRAC instance
and connected to Elias service at CC-IN2P3 (Patrick, Michéle
and Fabien Wernli)

« Used for

— Component Monitoring
— WMS History Monitoring
— RMS Monitoring

« Documentation

— https://dirac.readthedocs.io/en/latest/AdministratorGuide/Sys
tems/MonitoringSystem/index.html



https://dirac.readthedocs.io/en/latest/AdministratorGuide/Systems/MonitoringSystem/index.html

WMS History Monitoring Cta

« Populated by the WMS StatesAccountingAgent
— Collects information from the JobDB and send it to ElasticSearch
— The same agent also reports to the MySQL backend of the
Accounting System
« Allow to monitor jobs in real time in contrast to Accounting
Monitoring and Accounting visualizations available in

WebApp
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WMS History Monitoring Cta

 Currently ~ 2.6 million of entries in ElasticSearch (WMS Hist)

« ~20 million jobs in AccountingDB

— Deleted jobs are removed from JobDB (and ES) while they stay in
AccountingDB
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WMS History Monitoring

jobs

— The difference between these 2 views was quite perturbating for

as a function of time in the MS
me ...
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WMS History Monitoring

« Conceived to monitor Running/Waiting, ... jobs in real time
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WMS History Monitoring Cta

 Allow to analyse jobs for some particular selection (not just
Time Range selection)
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What can we do more with
Kibana/Grafana dashboards? ( Cta ,

« Both Grafana and Kibana allow to use any kind of query to
build custom/dynamic views

- Grafana more oriented for time series (can use many DB
backends)

 Kibana useful to search for raw results (Discovery) but also
offers nice visualizations (can use only ES backend)

« Allow a finer analysis of the data collected in ES

— Jobs debugging, Operational issues
— Component and Server behavior

« Very well documented
« Just started to play a bit -> Demo
Thanks to Fabien Wernli



Example of Kibana visualisation Cta

« Example of visualization with multiple aggregations
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Example of Grafana visualisation
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omponent Monitoring

« Currently broken -> Not all Fields available
— See: https://github.com/DIRACGrid/DIRAC/discussions/6000
— Should be fixed in v8.0
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https://github.com/DIRACGrid/DIRAC/discussions/6000

Component Monitoring

« Currently broken -> Not all Fields available

— See: https://github.com/DIRACGrid/DIRAC/discussions/6000

— Should be fixed in v8.0
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https://github.com/DIRACGrid/DIRAC/discussions/6000

Component Monitoring Cta

« Also found an issue with the JobAgent which reports data
from the wns where jobs are executed so that they appear as
as hosts together with DIRAC hosts

— | guess that the Monitoring should be disabled for JobAgent
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Next plans ‘ Cta

Prepare dashboards for WMS, Component and RMS
Monitoring to share with the community

A Kibana dashboard for WMS History already available in v8.0
Wants to explore how to use ES for Job Parameters
— Collect CPU, RAM, disk space used by Jobs, etc.
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