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๏ are a must if we want to do anything beyond QED.

PDFs:

๏ are universal.

๏ contain all the information about the internal structure 

of the hadron. There are many PDF “families”.

๏ evolve with the scale (and this can be computed).

๏ can’t be computed from first principles. We need data 

to determine them. 
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h a ve  b e e n  e va lua te d ,  a n d  the  re s u lts  a re  s hown  in  ta - 
b le  3. Th e  va lue  o fF 2  D (x) wa s  ta ke n  fro m  re f. [ 10] 
a n d  the  ra tio  F~ ( x ) / F  D (x ) wa s  ta ke n  fro m  ta b le  2. 
Th e  s ys te ma tic  e rro r g ive n  wa s  e s tim a te d  b y ca lcula t- 
ing the  c o n trib u tio n  to  the  in te gra l I A- D s e pa ra te ly 
fo r e a ch  s ource  o f s ys te ma tic  e rro r,  th e n  a d d in g  the  
re s u lta n t e rro rs  in  q u a d ra tu re .  Th is  in te gra l re p re - 
s e n ts  the  cha nge  in  the  m o m e n tu m  fra c tion  ca rrie d  
b y q u a rks  a n d  a n tiqua rks .  Th e  re s u lts  ind ica te  a  pos - 
s ib le  re d u c tio n  in  the  vis ib le  m o m e n tu m  fra c tion  p e r 
nuc le on  fo r h e a vy nuc le i c o m p a re d  to  th a t fo r 
d e u te riu m . 

5. Dis cus s ion 

Th e  m a in  fe a tu re s  o f the  ra tio s  o f the  nuc le on  
s truc tu re  func tions  A D F 2 / F : c a n  be  s u m m a ris e d  a s  
follows : Th e re  is  a  d e p le tio n  be low u n ity fo r va lue s  
o f x>~0.25. Th e  ra tio  is  cons is te n t with  un ity,  o r a  
s ma ll ris e  a b o ve  un ity in  the  x ra nge  rough ly b e twe e n  
0.08 a n d  0.20. F o r s ma ll x (~<0.05), the  m e a s u re d  
ra tios  lie  be low un ity,  a n d  the  m a g n itu d e  o f the  de - 
via tio n  fro m  un ity grows  with  inc re a s ing  a to m ic  
we ight. 

Ta kin g  in to  a c c o u n t the  q u o te d  s ta tis tica l, s ys te m- 
a tic  a n d  ove ra ll n o rm a lis a tio n  e rrors , the  m e a s u re d  
ra tio s  on  C u / D  a re  c o m p a tib le  with  the  orig ina l m e a - 
s u re m e n ts  on  F e /D  [ 1 ,10], e xce p t fo r a  d iffe re nce  in  
the  two  lowe s t x p o in ts  o f 1 -2  tr (fig. 3 ).  Th e  p re s e n t 
da ta ,  e xte nd ing  lowe r in  x, ind ica te  a  tu rn ing  o ve r o f 
the  ra tio  a t low x. Th is  e ffe c t b e c o m e s  incre a s ing ly 
a p p a re n t a t h ighe r a to m ic  we ight. 

A d is cus s ion  o f o th e r e xp e rim e n ta l d a ta  on  q u a rk 
d is tribu tions  in  nucle i, a n d  on  the  s ta tus  o f m o d e ls  
fo r the s e  e ffe cts , ca n  be  fo u n d  in re f. [ 5 ]. Two  m a in  
cla s s e s  o f m o d e ls  h a ve  e m e rg e d  fo r the  re g ion  x ~  0. l,  
n a m e ly the  c o n ve n tio n a l nuc le a r phys ics  mo d e ls  
which  invo lve  a  c o n vo lu tio n  o f the  c o n trib u tio n s  o f 
the  cons titue n ts  (n , N, A, m u ltiq u a rk ba gs , e tc .) o f 
the  nuc le us  a n d  the  Q 2  re s ca ling  mode l.  Th is  la tte r 
m o d e l doe s  no t inc lude  the  e ffe c ts  o f F e rm i m o tio n  
a n d  is  a pp lica b le  on ly fo r x <  0.7. Bo th  the s e  mo d e ls  
ca n  be  e xpre s s e d  a s  a  cha nge  in  the  s ca le  o f e ithe r x 
o r  Q 2  ( o r  b o th ) in  nuc le a r ma tte r.  Empirica lly a n y 
m o d e l with  s uch a  s ca le  cha nge  c a n  be  m a d e  to  fit the  
e xis ting  da ta .  F u rth e rm o re ,  the  d a ta  s ugge s t th a t the  
d is ta nce  o ve r which  q u a rks  m o ve  is  la rge r fo r b o u n d  
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Fig. 3. Ra tios  o f the  nucle on s truc ture  func tions  Fc2"/F~ (th is  
e xp e rime n t) full circles , Fe n - F2 /F2  [10] - full s qua re s  (in n e r 
e rro rs  a re  s ta tis tica l, o u te r a re  tota l i.e . c o m b in e d  s ta tis tica l a nd  
s ys te ma tic ),  re  o F2 /F2  [4 ] - ope n  circle s  a nd  F2Fe/F2D [2 ,3] - 
ope n  tria ngle s . The  e rro r ba rs  s h o wn  a re  the  to ta l e rrors , ob- 
ta ine d  by a dding  the  s ta tis tica l a n d  s ys te ma tic  e rro rs  in  
qua dra tu re . 

th a n  fo r qua s i-fre e  nucle ons . 
No n e  o f the  m o d e ls  in  the s e  ca te gorie s  ca n  be  us e d  

to  de s c ribe  the  ra tio s  o b s e rve d  a t low va lue s  o fx.  Th e  
ve c to r d o m in a n c e  m o d e l (VDM) [13] p a rtly de - 
s c ribe s  nuc le a r s ha dowing  p h e n o m e n a  fo r re a l p h o - 
tons  a n d  fo r low-Q 2 a n d  low-x virtu a l pho tons .  
Ho we ve r,  a n y VDM e ffe c ts  a re  p re d ic te d  to  fa ll o ff 
a s  ~ 1 /Q2, a n d  s o will h a ve  la rge ly d ie d  o u t in  the  Q2 
ra nge  o f th is  e xpe rime n t.  A pos s ib le  e xp la n a tio n  fo r 
s ha dowing  a t la rge  Q2 is  the  m o d e l o f Nic o la e v a n d  
Za kh a ro v [ 14 ]. In  th is  m o d e l the  long itud ina l e xte n t 
A z ~  1 /Mx  o f the  p a rto n s  s e e n  b y the  virtu a l p h o to n  
is  cons ide re d . F o r x<x~A -~/3, whe re  x c ~ MJ MN  
~ 0.15, p a rto n s  fro m  d iffe re n t nuc le ons  a re  wh itin  a  
c o m m o n  vo lu m e  cove ring  the  whole  nuc le us  in  the  
long itud ina l d ire c tion . S ha dowing  be low xc is  a ttrib - 
u te d  to  the  fus ion  o f o ve rla p p in g  p a rto n s  a nd , fro m  
m o m e n tu m  cons e rva tion ,  a  ris e  in  F'I/F D a b o ve  un - 
ity (a n tis h a d o win g ) is  p re d ic te d  in  the  re g ion  o f 
x ~x c .  Th is  m o d e l doe s  no t e xp la in  the  la rge -x b e h a v- 
iou r o f the  da ta ,  the  phys ics  o f which  m a y we ll m o d - 
ify the  low-x p re d ic tions  o f the  mode l.  Howe ve r,  the  
m o d e l is  in  qua lita tive  a g re e m e n t with  the  d a ta  e x- 
ce p t tha t it p re d ic ts  a  s tronge r A de pe nde nce  th a n  s e e n 
in  the  da ta .  Th e  Q2 d e p e n d e n c e  o f nuc le a r s ha dow- 
ing ha s  b e e n  cons ide re d  b y Qiu  [ 15 ] us ing  m o d ifie d  
Alta re lli-P a ris i e q u a tio n s  which  ta ke  in to  a ccoun t 
p a rto n  re c o m b in a tio n  e ffe c ts  in  nucle i. Q iu  con- 
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The effects follow a very particular pattern:

Vo lu m e  123B, n u m b e r  3,4 P HYS IC S  LE TTE R S  31 Ma rc h  1983  

The  va h d lty o f the s e  ca lcu la tions  ca n  be  te s te d  b y 
e xtra c tin g  the  ra tio  o f the  fre e  n u c le o n  s truc tu re  func- 
tio n s  F~/F~  from the  lio n  a nd  h yd ro g e n  da ta  o f the  
EMC. Ap p lyin g ,  for e xa mple ,  the  s me a ring  c o rre c tio n  
fa c tors  for the  p ro to n  a nd  the  n e u tro n  a s  give n b y 
Bode k a nd  Rltch le  (ta b le  13 o f re f. [8 ]),  o n e  ge ts  a  
ra tio  whmh is  ve ry d iffe re n t from the  one  o b ta in e d  
with  the  d e u te riu m  da ta  [3]. It fa lls  from a  va lue  o f 
~ 1 . 1 5  a tx  = 0 .05 to  a  va lue  o f ~ 0 .1  a tx  = 0.65 which  
is  e ve n  be low the  q u a rk-mo d e l lowe r b o u n d  o f 0 .25 . 

A d ire c t wa y to  che ck the  c o rre c tm n s  due  to  nu- 
c le a r e ffe c ts  is  to  compa re  the  d e u te ro n  a nd  iron  da ta  
for the y s hould  be  in flu e n c e d  s lmda rly b y the  n e u tro n  
c o n te n t o f the s e  nuc le i.  The  iron  da ta  a re  the  fina l 
c o m b in e d  da ta  s e ts  for the  four m u o n  b e a m  e ne rgie s  
o f 1 2 0 ,2 0 0 ,  250  a nd  280  Ge V; the  d e u te riu m  da ta  
ha ve  be e n  o b ta in e d  with  a  s ingle  b e a m  e ne rgy o f 280  
Ge V. The  ra tio  o f the  me a s u re d  n u c le o n  s tru c tu re  
fu n c tio n s  for iron  F2N(Fe ) = 1 wuFe  gg* 2 a nd  for d e u te rm m  
F N(D) = {F~  D, n e , th e r corre c te d  for Fe rmi m o tio n ,  
ha s  b e e n  ca lcu la te d  p o in t b y p o in t.  Fo r th is  compa ri- 
s on o n ly da ta  p o in ts  with  a  to ta l s ys te ma tm e rro r le s s  
th a n  15% ha ve  b e e n  us e d. The  iron  da ta  ha ve  be e n  cor- 
re c te d  for the  non-ls os ca la rlty o f 56Fe  a s s uming  tha t 
the  n e u tro n  s truc tu re  fu n c tio n  be ha ve s  hke  F ~  = (1 
- 0 . 7 5 x)F P .  This  give s  a  c o rre c tio n  o f ~ +2 .3 %  a t x 
= 0.65 a nd  o f le s s  th a n  1% fo rx  < 0.3. The  Q2 ra nge , 
which  ~s limite d  by the  e xte n t o f the  d e u te riu m  da ta , 
as d iffe re n t for e a ch x-va lue , va rying  from 9 ~< Q2 ~< 27 
Ge V 2 for x = 0 .05 ove r 11.5 ~< Q2 < 90  Ge V 2 for x 
= 0.25 up  to  36 ~ Q 2  ~< 170 Ge V 2 fo rx  = 0 .65 . 

W~thm the  h m lts  o f s ta tis tica l a nd  s ys te ma tm e rrors  
no  s lgmfica n t Q2 d e p e n d e n c e  o f the  ra tm F ~ ( F e ) /  
F N(D) is  obs e rve d. The  x-d e p e n d e n c e  o f the  Q2 a ve r- 
a ge d ra tio  is  s hown in  fig. 2 whe re  the  e rror ba rs  a re  
s ta tis tica l o n ly.  Fo r a  s tra ight line  fit o f the  form 

FN (Fe )/FN (D) = a + b x  , 

one  ge ts  for the  s lope  

b = - 0 . 5 2  + 0 .04  (s ta tis tic a l)+ 0.21 (s ys te m a ttc ).  

The  s ys te ma tm e rror ha s  b e e n  ca lcu la te d  b y d is to rt- 
mg the  me a s ure d  F N va lue s  b y the  ind ividua l s ys te m- 
a tm e rrors  o f the  da ta  s e ts , ca lcu la ting  the  co rre s pond- 
mg s lope  for e a ch e rror a nd  a dd ing  the  d iffe re nce s  
qua d ra tica lly.  The  pos s ible  e ffe c t o f the  s ys te ma tic  
u n c e rta in tie s  o n  the  s lope  is  lndma te d  b y the  s ha de d 
a re a  m fig. 2. Un c e rta ln tm s  m the  re la tive  no rma hs a - 
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2, Th e  ra tio  o f th e  n u c le o n  s tru c tu re  fu n c t io n s  F N Fig. me a - 
s u re d  on  tro n  a nd  d e u te r iu m  a s  a  fu n c tio n  o fx  = O 2 /2 M,-,v .  

- 5 6  The  iro n  d a ta  a re  c o rre c te d  fo r th e  n o n -ls o s c a la rlty o f 26Fe ,  
b o th  d a ta  s e ts  a re  n o t  c o rre c te d  fo r F e rm i m o tio n .  Th e  fu ll 

h n e a r fit F N ( F e ) / F N ( D )  = a + b x  wh ic h  re s u lts  c u r v e  is  a  in  
a s lo p e b = - 0 5 2 _ +  0 .04  (s ta t. ) -+ 0 . 2 1 ( s y s t )  Th e  s h a d e d  
a re a  in d ic a te s  th e  e ffe c t o f s ys te m a tm  e rro rs  on  th is  s lope . 

tlon  o f the  two  da ta  s e ts  will n o t cha nge  the  s lope  o f 
the  obs e rve d x-d e p e n d e n c e  o f the  ra tio  b u t ca n  o n ly 
move  it up  or d o wn  b y up  to  s e ve n pe rce n t.  The  dif- 
fe re nce  F N ( F e ) - F N ( D )  howe ve r ,s  ve ry s e ns itwe  to  
the  re la twe  n o rm a h s a tlo n .  

The  re s ult is  m comple te  d is a gre e me nt with  the  
ca lcu la tions  d lu s tra te d  a n fig .  1. At high x,  whe re  a n  
e n h a n c e m e n t o f the  qua rk d is trib u tio n s  compa re d  to  
the  fre e  n u c le o n  ca s e  is  p re d ic te d ,  the  me a s ure d  s truc- 
tu re  fu n c tio n  pe r n u c le o n  for ~ron ~s s ma lle r th a n  tha t 
for the  d e u te ro n .  The  ra tio  o f the  two  is  fa lhng from 
~ 1 . 1 5  a tx  = 0.05 to  a  va lue  o f ~ 0 . 8 9  a t x  = 0.65 
while  it is  e xpe c te d  to  ris e  up  to  1 . 2 -1 . 3  a t th is  x 
va lue . 

We a re  n o t a wa re  o f a n y pub lis he d  de ta ile d  pre dic- 
tio n  p re s e n tly a va ila ble  which  ca n e xp la in  the  be ha v- 
tou r o f the s e  da ta . Howe ve r the re  a re  s e ve ra l e ffe c ts  
kn o wn  a nd  dis cus s e d which  ca n  cha nge  the  qua rk dis - 
trib u tio n s  m a  high A n u c le u s  compa re d  to  the  fre e  
n u c le o n  ca s e  a nd  ca n  c o n trib u te  to  the  obs e rve d e f- 
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h a ve  b e e n  e va lua te d ,  a n d  the  re s u lts  a re  s hown  in  ta - 
b le  3. Th e  va lue  o fF 2  D (x) wa s  ta ke n  fro m  re f. [ 10] 
a n d  the  ra tio  F~ ( x ) / F  D (x ) wa s  ta ke n  fro m  ta b le  2. 
Th e  s ys te ma tic  e rro r g ive n  wa s  e s tim a te d  b y ca lcula t- 
ing the  c o n trib u tio n  to  the  in te gra l I A- D s e pa ra te ly 
fo r e a ch  s ource  o f s ys te ma tic  e rro r,  th e n  a d d in g  the  
re s u lta n t e rro rs  in  q u a d ra tu re .  Th is  in te gra l re p re - 
s e n ts  the  cha nge  in  the  m o m e n tu m  fra c tion  ca rrie d  
b y q u a rks  a n d  a n tiqua rks .  Th e  re s u lts  ind ica te  a  pos - 
s ib le  re d u c tio n  in  the  vis ib le  m o m e n tu m  fra c tion  p e r 
nuc le on  fo r h e a vy nuc le i c o m p a re d  to  th a t fo r 
d e u te riu m . 

5. Dis cus s ion 

Th e  m a in  fe a tu re s  o f the  ra tio s  o f the  nuc le on  
s truc tu re  func tions  A D F 2 / F : c a n  be  s u m m a ris e d  a s  
follows : Th e re  is  a  d e p le tio n  be low u n ity fo r va lue s  
o f x>~0.25. Th e  ra tio  is  cons is te n t with  un ity,  o r a  
s ma ll ris e  a b o ve  un ity in  the  x ra nge  rough ly b e twe e n  
0.08 a n d  0.20. F o r s ma ll x (~<0.05), the  m e a s u re d  
ra tios  lie  be low un ity,  a n d  the  m a g n itu d e  o f the  de - 
via tio n  fro m  un ity grows  with  inc re a s ing  a to m ic  
we ight. 

Ta kin g  in to  a c c o u n t the  q u o te d  s ta tis tica l, s ys te m- 
a tic  a n d  ove ra ll n o rm a lis a tio n  e rrors , the  m e a s u re d  
ra tio s  on  C u / D  a re  c o m p a tib le  with  the  orig ina l m e a - 
s u re m e n ts  on  F e /D  [ 1 ,10], e xce p t fo r a  d iffe re nce  in  
the  two  lowe s t x p o in ts  o f 1 -2  tr (fig. 3 ).  Th e  p re s e n t 
da ta ,  e xte nd ing  lowe r in  x, ind ica te  a  tu rn ing  o ve r o f 
the  ra tio  a t low x. Th is  e ffe c t b e c o m e s  incre a s ing ly 
a p p a re n t a t h ighe r a to m ic  we ight. 

A d is cus s ion  o f o th e r e xp e rim e n ta l d a ta  on  q u a rk 
d is tribu tions  in  nucle i, a n d  on  the  s ta tus  o f m o d e ls  
fo r the s e  e ffe cts , ca n  be  fo u n d  in re f. [ 5 ]. Two  m a in  
cla s s e s  o f m o d e ls  h a ve  e m e rg e d  fo r the  re g ion  x ~  0. l,  
n a m e ly the  c o n ve n tio n a l nuc le a r phys ics  mo d e ls  
which  invo lve  a  c o n vo lu tio n  o f the  c o n trib u tio n s  o f 
the  cons titue n ts  (n , N, A, m u ltiq u a rk ba gs , e tc .) o f 
the  nuc le us  a n d  the  Q 2  re s ca ling  mode l.  Th is  la tte r 
m o d e l doe s  no t inc lude  the  e ffe c ts  o f F e rm i m o tio n  
a n d  is  a pp lica b le  on ly fo r x <  0.7. Bo th  the s e  mo d e ls  
ca n  be  e xpre s s e d  a s  a  cha nge  in  the  s ca le  o f e ithe r x 
o r  Q 2  ( o r  b o th ) in  nuc le a r ma tte r.  Empirica lly a n y 
m o d e l with  s uch a  s ca le  cha nge  c a n  be  m a d e  to  fit the  
e xis ting  da ta .  F u rth e rm o re ,  the  d a ta  s ugge s t th a t the  
d is ta nce  o ve r which  q u a rks  m o ve  is  la rge r fo r b o u n d  
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Fig. 3. Ra tios  o f the  nucle on s truc ture  func tions  Fc2"/F~ (th is  
e xp e rime n t) full circles , Fe n - F2 /F2  [10] - full s qua re s  (in n e r 
e rro rs  a re  s ta tis tica l, o u te r a re  tota l i.e . c o m b in e d  s ta tis tica l a nd  
s ys te ma tic ),  re  o F2 /F2  [4 ] - ope n  circle s  a nd  F2Fe/F2D [2 ,3] - 
ope n  tria ngle s . The  e rro r ba rs  s h o wn  a re  the  to ta l e rrors , ob- 
ta ine d  by a dding  the  s ta tis tica l a n d  s ys te ma tic  e rro rs  in  
qua dra tu re . 

th a n  fo r qua s i-fre e  nucle ons . 
No n e  o f the  m o d e ls  in  the s e  ca te gorie s  ca n  be  us e d  

to  de s c ribe  the  ra tio s  o b s e rve d  a t low va lue s  o fx.  Th e  
ve c to r d o m in a n c e  m o d e l (VDM) [13] p a rtly de - 
s c ribe s  nuc le a r s ha dowing  p h e n o m e n a  fo r re a l p h o - 
tons  a n d  fo r low-Q 2 a n d  low-x virtu a l pho tons .  
Ho we ve r,  a n y VDM e ffe c ts  a re  p re d ic te d  to  fa ll o ff 
a s  ~ 1 /Q2, a n d  s o will h a ve  la rge ly d ie d  o u t in  the  Q2 
ra nge  o f th is  e xpe rime n t.  A pos s ib le  e xp la n a tio n  fo r 
s ha dowing  a t la rge  Q2 is  the  m o d e l o f Nic o la e v a n d  
Za kh a ro v [ 14 ]. In  th is  m o d e l the  long itud ina l e xte n t 
A z ~  1 /Mx  o f the  p a rto n s  s e e n  b y the  virtu a l p h o to n  
is  cons ide re d . F o r x<x~A -~/3, whe re  x c ~ MJ MN  
~ 0.15, p a rto n s  fro m  d iffe re n t nuc le ons  a re  wh itin  a  
c o m m o n  vo lu m e  cove ring  the  whole  nuc le us  in  the  
long itud ina l d ire c tion . S ha dowing  be low xc is  a ttrib - 
u te d  to  the  fus ion  o f o ve rla p p in g  p a rto n s  a nd , fro m  
m o m e n tu m  cons e rva tion ,  a  ris e  in  F'I/F D a b o ve  un - 
ity (a n tis h a d o win g ) is  p re d ic te d  in  the  re g ion  o f 
x ~x c .  Th is  m o d e l doe s  no t e xp la in  the  la rge -x b e h a v- 
iou r o f the  da ta ,  the  phys ics  o f which  m a y we ll m o d - 
ify the  low-x p re d ic tions  o f the  mode l.  Howe ve r,  the  
m o d e l is  in  qua lita tive  a g re e m e n t with  the  d a ta  e x- 
ce p t tha t it p re d ic ts  a  s tronge r A de pe nde nce  th a n  s e e n 
in  the  da ta .  Th e  Q2 d e p e n d e n c e  o f nuc le a r s ha dow- 
ing ha s  b e e n  cons ide re d  b y Qiu  [ 15 ] us ing  m o d ifie d  
Alta re lli-P a ris i e q u a tio n s  which  ta ke  in to  a ccoun t 
p a rto n  re c o m b in a tio n  e ffe c ts  in  nucle i. Q iu  con- 
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Fig. 18. Compila tion of the da ta  on the nuclear to nucleon s tructure  function ra tio (the  "EMC effect") 
for the (A) = 55 nucle i [5,6b, 30,34 36,38]. Data  coming from the EMC experiments  are  marked by 

closed points . The e rrors  are  s ta tis tical. 

x with  in c re a s in g  nuc le a r a to m ic  ma s s .  Th e  s h a d o win g  b e c o m e s  m o re  p ro n o u n c e d  
with  in c re a s in g  A a n d  the re  a re  ind ica tions  o f a n tis h a d o win g  fo r 0.1 < x < 0.3. 

Th e  s tru c tu re  func tion  ra tios  do  n o t s how a n y s ign ifica n t Q2 d e p e n d e n c e  fo r 
fixe d  x in te rva ls .  Th is  s ugge s ts  tha t s h a d o win g  m a y b e  due  to  p a rto n ic  in te ra c tio n s  
a s  we ll a s  a  ve c to r m e s o n  s truc tu re  o f the  virtua l e xcha nge  p h o to n .  Q u a n tita tive  
m o d e ls  d e ve lo p e d  in c o n n e c tio n  with  o u r d a ta  c o n ta in  c o n trib u tio n s  fro m  b o th  
p a rto n ic  a n d  Ve c to r Me s o n  Do m in a n c e  me cha n is ms .  

O u r d a ta  a re  cons is te n t with  thos e  o b ta in e d  fro m  o th e r c h a rg e d  le p to n  s c a tte rin g  
e xp e rim e n ts ,  b o th  a t s imila r a n d  h ighe r va lue s  o f x a n d  Q2 a s  we ll a s  with  thos e  
o b ta in e d  in  p h o to p ro d u c tio n .  Th e  p re s e n t d a ta  a d d  va lu a b le  in fo rm a tio n  o n  the  low 
x b e h a vio u r o f the  Fz (A)/F2(D ) ra tio  fo r the  light, ( A) =  12, a n d  m e d iu m  s ize , 
( A)  = 55, nucle i. Th is  ra tio  ha s  b e e n  m e a s u re d  e xte ns ive ly fo r x va lue s  a b o ve  0.1 
( "th e  E MC  e ffe c t").  Th e  c o m p ila tio n  o f the  world  d a ta  fo r the  ( A)  = 55 nucle i is  
p re s e n te d  in  fig. 18. A cons is te n t e xp e rim e n ta l p ic tu re  o f the  ra tio s  o f s tru c tu re  
fu n c tio n s  fo r b o u n d  a n d  fre e  nuc le ons  e me rge s  ove r a  wide  ra nge  o f x. 

We  wis h  to  th a n k (ma ny p e o p le  a t o u r h o m e  ins titu te s  a n d  a t C E R N fo r 
s u p p o rtin g  th is  e xpe rime n t.  In  pa rticu la r,  we  th a n k A. Da vie s ,  R. Do b in s o n  a n d  E. 
Wa ts o n  fo r the ir he lp  with  the  s ma ll-a ng le  trigge r. In  a dd ition ,  we  th a n k the  S P S  
d ivis ion  fo r p ro vid in g  us  with  the  m u o n s  a n d  the  DD a n d  EP  d ivis ions  fo r he lp ing  
us  with  the  F AS TBUS  p ilo t p ro je c t.  F ina lly the  fina nc ia l s u p p o rt fro m  a ge nc ie s  in  
h o m e  c o u n trie s  a n d  fro m  C E R N is  g ra te fu lly a cknowle dge d .  

Nucl.Phys.B 333 (1990) 1

shadowing

anti-shadowing

EMC effect

Fermi-motion

The effects follow a very particular pattern:
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How to deal with  the nuclei?

๏ Do nothing. Not a real option:

๏ We want to know how things work. 

๏ Useful for flavour separation of proton PDFs. 

๏ HI and the QGP benchmarking. 

๏ Neutrino physics. 

๏ …

ACE 
AMANDA 
ANTARES 
ArgoNeuT 
ATLAS 
Bevatron 
Borexino 
Bubble Chamber 
CDHS  
CLAS detector 
CMS 
COMPASS (NA58) 
Cowan–Reines experiment 
CUORE 
DAPHNE 
DONUT 

Enriched Xenon Observatory 
EMC 
FASER 
Fermilab E-906/SeaQuest 
Gargamelle 
Germanium Detector Array 
HARP 
HERA-B 
HERMES 
IceCube 
Irvine–Michigan–Brookhaven 
Kamioka Liquid Scintillator 
Antineutrino Detector 
Kamioka Observatory 
KM3NeT 
Large Volume Detector 

LAND 
LHCb 
MINOS 
Modular Neutron Array 
Monopole, Astrophysics and 
Cosmic Ray Observatory 
Mu to E Gamma 
Mu2e 
Mu3e 
NA32 
NA35 
NA49 
NA60 
NA61 
NA63 
NESTOR Project 

NEVOD 
Kolar Gold Fields 
PHENIX 
PUMA 
Rutherford gold foil 
experiment 
SAGE 
SciBooNE 
SNO+ 
Soudan 1 
Soudan 2 
STAR 
Sudbury Neutrino 
Observatory 
Super-Kamiokande 
…

  6/57



How to deal with  the nuclei?

๏ Do nothing.

๏ Build theoretical models:

๏ shadowing ~ 400 (1973-2022) 

๏ anti-shadowing ~ 40 (1978-2020) 

๏ EMC effect ~ 370 (1983-2021) 

๏ Fermi motion ~ 90 (1966-2022) 

๏ A purely phenomenological approach, assuming all we do for 

the proton will remain valid: nuclear PDFs.
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fi/A(x, Q2) =
Z
A

fi/p(x, Q2) +
(A − Z)

A
fi/n(x, Q2)

NO 

๏ For an isoscalar nucleus ( ) we would get     . 

๏ In those articles the data are corrected for the non-

isoscalarity of the nuclei ( ).

A = 2Z FA
2 /Fd

2 = 1

A ≠ 2Z

The naive attempt fails. Miserably. 😓

๏ Can we describe the behaviour with the average of proton and 

neutrons?

๏ What we see is a genuine modification of the initial 

state due to the medium.
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๏ Alright, then we really have to get something else. Ideally, we 

would like to have an expression that is valid for all A.

๏ Options used so far:

๏ fi/p/A(x, Q2
0 , A) = fi/p(x, Q2

0)Ri(x, A)
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๏ Alright, then we really have to get something else. Ideally, we 

would like to have an expression that is valid for all A.

๏ Options used so far:

๏ fi/p/A(x, Q2
0 , A) = fi/p(x, Q2

0)Ri(x, A)

๏ fi/p/A(x, Q2
0 , A) = fi/p(x, Q2

0 , A)

xfi/p(x, Q2
0) = c0xc1(1 − x)c2ec3x(1 + ec4x)c5

ck → ck,0 + ck,1(1 − A−ck,2)
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๏ Alright, then we really have to get something else. Ideally, we 

would like to have an expression that is valid for all A.

๏ Options used so far:

๏ fi/p/A(x, Q2
0 , A) = fi/p(x, Q2

0)Ri(x, A)

๏ fi/p/A(x, Q2
0 , A) = fi/p(x, Q2

0 , A)

can’t account for 

the parton in the 

bound nucleon 

having more 

momentum than 

in the free one
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๏ Alright, then we really have to get something else. Ideally, we 

would like to have an expression that is valid for all A.

๏ Options used so far:

๏ fi/p/A(x, Q2
0 , A) = fi/p(x, Q2

0)Ri(x, A)

๏ fi/p/A(x, Q2
0 , A) = fi/p(x, Q2

0 , A)

๏ fi/p/A(x, Q2
0 , A) = fi/p(x, Q2

0) ⊗ Ri(x, A)

๏ fi/p/A(x, Q2
0 , A) = NN

fi/A(x, Q2) =
Z
A

fi/p/A(x, Q2) +
(A − Z)

A
fi/n/A(x, Q2)

๏ Now, do a global fit.
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Data used in nPDF fits

๏ DIS: NC (always) and CC (not in all fits, since 2012). 

Mostly sensitive to the valence quarks. 

Mostly given as ratios to deuterium.

๏ Drell-Yan with fixed target: almost always).

๏ Single inclusive hadron production at RHIC: very 

sensitive to the gluon density, since 2009.

๏ W and Z production, and di-jets at the LHC: since 2016.

๏ D meson production at the LHC: twice, since 2021.

๏ Prompt photon at the LHC: once, since 2021.
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Available sets
๏ 🇺🇸 and 🇺🇸-🇩🇪: nCTEQ15: PRD 93, 085037. nCTEQ15WZ: EPJC 80, 968. 

nCTEQ15HiX: PRD 103, 114015.

๏ 🇦🇷 and 🇦🇷-🇩🇪: nDS: PRD 69, 074028. DSSZ: PRD 85, 074028.

๏ 🇫🇮-🇩🇪: nTuJu19: PRD 100, 096015. nTuJu21: PRD 105, 094031.

๏ 🇫🇮-🇪🇸: EKS: EPJC 9, 61. EPS09: JHEP 0904, 065. EPPS16: EPJC 77, 163. 

EPPS21: EPJC 82, 413.

๏ 🇯🇵: HKM: PRD 64, 034003. HKN07: PRC 76, 065207.

๏ 🇮🇷 and 🇮🇷-🇩🇪: KA15: PRD 93, 014026. KSASG20: PRD 104, 034010.

๏ NN: nNNPDF1.0: EPJC 79, 471. nNNPDF2.0: JHEP 09, 183. 
nNNPDF3.0: EPJC 82, 507.
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 choices≠
๏ Initial scale:  to .0.26 GeV2 2.0 GeV2

- ratio of flavour i in proton in nucleus A to a proton reference 

- ratio of flavour i in nucleus A to a proton reference

๏ Order in of the perturbation: LO to NNLO.

๏ HF scheme: FFNS, ZM-FNS, GM-VFNS (several implementations).

๏ Number of points fitted: 309 to 4353.

๏ Number of parameters required (not NN): 7 to 25.

๏ : 0.68 to 1.89.χ2/Ndata

15/57



0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

10-4 10-3 10-2 10-1 110-4 10-3 10-2 10-1 110-4 10-3 10-2 10-110-4 10-3 10-2 10-1
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

10-4 10-3 10-2 10-110-4 10-3 10-2 10-1

This work, EPS09LO
EKS98
HKN07 (LO)
EPS08
nDS (LO)

Pb Pb Pb

(
,

2 =
1.
69
G
eV

2 )
Pb

Figure 12: Comparison of the average valence and sea quark, and gluon modifications at
Q2 = 1.69GeV2 for Pb nucleus from LO global DGLAP analyses EKS98 [1, 2], EKPS [3],
nDS [6], HKN07 [5], and this work EPS09LO.

4 Application

In this section we apply the obtained EPS09NLO parametrization — the central set
and 30 error sets — to a cross-section that was not included in the fit. Through this
example we also want to demonstrate how our parametrization should be applied in
practice.

We consider here inclusive negative hadron h− production at forward (pseudo) ra-
pidities η = 2.2 and η = 3.2, in p+p and d+Au collisions, measured by the BRAHMS
collaboration [37] at RHIC. In our previous article [4] we discussed how the suppres-
sion observed in the nuclear modification RdAu obtained from these data would strongly
favour very deep gluon shadowing, and we searched for the strongest possible one that
would still not contradict the available DIS and DY data. The analysis [4] was per-
formed in a LO framework and we were forced to use fragmentation functions for
average hadrons h+ + h− instead of charge-separated ones for h− only5. In the cur-
rent NLO setup we relax such simplification and employ the charge-separated NLO
fragmentation functions by Sassot et al. [33].

We first investigate how well the NLO pQCD calculation can reproduce the shape
and magnitude of the differential h− yields measured by BRAHMS in p+p and d+Au
collisions from which the nuclear modification RdAu is computed. The inclusive yields
are linked to the cross-sections by

d2Npp

dpTdy
min.bias
=

1

σinelastic
NN

d2σpp

dpTdy
;

d2NdAu

dpTdy
min.bias
=

〈Ncoll〉
σinelastic
NN

1
2Ad

2σdAu

dpTdy
, (14)

where σinelastic
NN is the total inelastic nucleon-nucleon cross-section and 〈Ncoll〉 is the

5The extraction of the charge separated fragmentation functions from p+p data is reliable only at
NLO due to significant perturbative O

(

α2
s

)

corrections.

20

JHEP 0904 (2009) 065

LO ๏ nDS has a convolutional approach. 

๏ The others have a multiplicative factor. 

๏ No flavour separation.
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Fig. 1 MSHT20 NNLO PDFs
at Q2 = 10 GeV2 and
Q2 = 104 GeV2, with
associated 68% confidence-level
uncertainty bands

Fig. 2 As in Fig. 1, but at NLO

with the central values remaining relatively stable and within
uncertainties.

In Sect. 10 we discuss a selection of other data sets that are
available at the LHC which constrain the PDFs, but that are
not included in the present global fit. In particular we con-
sider: CMS 13 TeV data on W + c production [29], which
tests predictions particularly dependent on the strange quark;
the ratios of Z and t t̄ cross sections at 8 TeV and 13 TeV at
ATLAS [30]; the CMS measurements of single-top produc-
tion [31,32]; the potential impact of LHCb exclusive J/ψ
production data [33,34], as accounted for in the analysis
of [35], and LHCb data on D meson production [33,36,37],
as accounted for in the analysis of [38]. In Sect. 11 we com-
pare our MSHT PDFs with those of the other most recent
global analyses of PDFs – NNPDF3.1 [2] and CT18 [3],
and also with older sets of PDFs of other collaborations. In
Sect. 12 we summarise the availability of the MSHT20 PDF
sets and their delivery. In Sect. 13 we present our conclusions.

2 Changes in the theoretical procedures

As in the case of MMHT14, we present PDF sets at LO,
NLO and NNLO in αS . In the latter case we use the split-
ting functions calculated in [39,40] and for structure function

data, the massless coefficient functions calculated in [41–46].
There are however, a significant number of changes in our
theoretical description of the data, compared to that used in
the MMHT14 analysis. We present these in this section, and
when appropriate we also mention some of the main effects
on the PDFs resulting from these improvements.

2.1 Input distributions

In MMHT14 we began to use parameterisations for the input
distributions based on Chebyshev polynomials. Following
the detailed study in [47], we take for most PDFs a parame-
terisation of the form

x f (x, Q2
0) = A(1 − x)ηxδ

(

1 +
n∑

i=1

ai TCh
i (y(x))

)

, (1)

where Q2
0 = 1 GeV2 is the input scale, and TCh

i (y) are
Chebyshev polynomials in y, with y = 1 − 2xk , where we
take k = 0.5.

In the MMHT14 study we took n = 4 in general, though
used a slightly different parameterisation for the gluon and
used more limited parameterisations for d̄ − ū and s − s̄
(‘s−’), since these were less well constrained by data, whilst

123

16/57



0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

10-4 10-3 10-2 10-1 110-4 10-3 10-2 10-1 110-4 10-3 10-2 10-110-4 10-3 10-2 10-1
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4

10-4 10-3 10-2 10-110-4 10-3 10-2 10-1

This work, EPS09LO
EKS98
HKN07 (LO)
EPS08
nDS (LO)

Pb Pb Pb

(
,

2 =
1.
69
G
eV

2 )
Pb

Figure 12: Comparison of the average valence and sea quark, and gluon modifications at
Q2 = 1.69GeV2 for Pb nucleus from LO global DGLAP analyses EKS98 [1, 2], EKPS [3],
nDS [6], HKN07 [5], and this work EPS09LO.

4 Application

In this section we apply the obtained EPS09NLO parametrization — the central set
and 30 error sets — to a cross-section that was not included in the fit. Through this
example we also want to demonstrate how our parametrization should be applied in
practice.

We consider here inclusive negative hadron h− production at forward (pseudo) ra-
pidities η = 2.2 and η = 3.2, in p+p and d+Au collisions, measured by the BRAHMS
collaboration [37] at RHIC. In our previous article [4] we discussed how the suppres-
sion observed in the nuclear modification RdAu obtained from these data would strongly
favour very deep gluon shadowing, and we searched for the strongest possible one that
would still not contradict the available DIS and DY data. The analysis [4] was per-
formed in a LO framework and we were forced to use fragmentation functions for
average hadrons h+ + h− instead of charge-separated ones for h− only5. In the cur-
rent NLO setup we relax such simplification and employ the charge-separated NLO
fragmentation functions by Sassot et al. [33].

We first investigate how well the NLO pQCD calculation can reproduce the shape
and magnitude of the differential h− yields measured by BRAHMS in p+p and d+Au
collisions from which the nuclear modification RdAu is computed. The inclusive yields
are linked to the cross-sections by

d2Npp

dpTdy
min.bias
=

1

σinelastic
NN

d2σpp

dpTdy
;

d2NdAu

dpTdy
min.bias
=

〈Ncoll〉
σinelastic
NN

1
2Ad

2σdAu

dpTdy
, (14)

where σinelastic
NN is the total inelastic nucleon-nucleon cross-section and 〈Ncoll〉 is the

5The extraction of the charge separated fragmentation functions from p+p data is reliable only at
NLO due to significant perturbative O

(

α2
s

)

corrections.

20

JHEP 0904 (2009) 065

LO ๏ nDS has a convolutional approach. 

๏ The others have a multiplicative factor. 

๏ No flavour separation.
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NLO: valence
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FIG. 10: Ratios Rp/Pb
i of PDFs in a proton bound in a lead nucleus compared to the PDFs in a free proton for

TUJU21, nCTEQ15wz [9], EPPS16 [14] and nNNPDF2.0 [16], shown at Q2 = 100GeV2.

FIG. 11: Nuclear parton distribution functions TUJU21 in lead at NNLO compared to the KSASG20 results [19],
shown at Q2 = 100GeV2. The comparison is presented for the distribution functions xfi(x, Q2) with
i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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FIG. 11: Nuclear parton distribution functions TUJU21 in lead at NNLO compared to the KSASG20 results [19],
shown at Q2 = 100GeV2. The comparison is presented for the distribution functions xfi(x, Q2) with
i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very
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tions. No deviations from the theoretical predictions with
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data at
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NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,
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s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very
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di↵erence between the electric charges of up and down
quarks which makes the structure-function ratios four
times more sensitive to R

Pb

u than to R
Pb

d
. For carbon

there is no such di↵erence as RC

u = R
C

d
for an isoscalar

nucleus like carbon.

Towards smaller values of x the DGLAP evolution
e�ciently reduces the uncertainties in particular for
gluons, but also for the sea quarks. This is actually
one of the reasons we do not try to build in too much
additional flexibility for the parametrization at small
x – such variations would anyway be wiped out very
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u = R
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d
for an isoscalar

nucleus like carbon.

Towards smaller values of x the DGLAP evolution
e�ciently reduces the uncertainties in particular for
gluons, but also for the sea quarks. This is actually
one of the reasons we do not try to build in too much
additional flexibility for the parametrization at small
x – such variations would anyway be wiped out very
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๏ More relaxed cut on  to allow for the high precision JLAB data.W2
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ū̄ūu
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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Fig. 9 Comparison between the EPPS21 (blue), nCTEQ15WZ (purple) [93], and nNNPDF2.0 (green) [10] average-nucleon
nuclear modifications at Q2 = 10GeV2. The EPPS21 and nNNPDF uncertainties include the free-proton uncertainties but the
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di↵erence between the electric charges of up and down
quarks which makes the structure-function ratios four
times more sensitive to R

Pb

u than to R
Pb

d
. For carbon

there is no such di↵erence as RC

u = R
C

d
for an isoscalar

nucleus like carbon.

Towards smaller values of x the DGLAP evolution
e�ciently reduces the uncertainties in particular for
gluons, but also for the sea quarks. This is actually
one of the reasons we do not try to build in too much
additional flexibility for the parametrization at small
x – such variations would anyway be wiped out very
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FIG. 10: Ratios Rp/Pb
i of PDFs in a proton bound in a lead nucleus compared to the PDFs in a free proton for

TUJU21, nCTEQ15wz [9], EPPS16 [14] and nNNPDF2.0 [16], shown at Q2 = 100GeV2.

FIG. 11: Nuclear parton distribution functions TUJU21 in lead at NNLO compared to the KSASG20 results [19],
shown at Q2 = 100GeV2. The comparison is presented for the distribution functions xfi(x, Q2) with
i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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ū̄ūu

0.6

0.8

1.0

1.2

1.4
s+s+s+

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.50

0.75

1.00

1.25

1.50

1.75

R
(
A

)

f

ddd Q = 10.0 GeV

median

68% CL

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
d̄̄d̄d

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
ggg
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to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
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Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).
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di↵erence between the electric charges of up and down
quarks which makes the structure-function ratios four
times more sensitive to R

Pb

u than to R
Pb

d
. For carbon

there is no such di↵erence as RC

u = R
C

d
for an isoscalar

nucleus like carbon.

Towards smaller values of x the DGLAP evolution
e�ciently reduces the uncertainties in particular for
gluons, but also for the sea quarks. This is actually
one of the reasons we do not try to build in too much
additional flexibility for the parametrization at small
x – such variations would anyway be wiped out very
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dependence, i.e., in TUJU19 we have assumed s ¼ s̄ ¼
ū ¼ d̄, whereas for nCTEQ15 s ¼ s̄ and ū ¼ d̄ are
connected by an additional factor, and only s ¼ s̄ applies
for EPPS16. For valence quarks we find that uv tends to
stay below (above) the EPPS16 and nCTEQ15 results at
x≳ 0.03 (x≲ 0.03) whereas the opposite behavior is
found for dv. This can be explained by the fact that in

the case of nuclear data only a combination of uv and dv is
probed, and even with the included neutrino data the
flavor dependence of valence quarks is not well con-
strained. Indeed, we find a very good agreement between
the three analyses for the sum of valence quarks V.
The uncertainty bands in our NLO fit are similar to those

obtained in the earlier analyses for sea quarks, but for

FIG. 19. Nuclear parton distribution functions TUJU19 in lead at NLO compared to the nPDF sets nCTEQ15 [16], EPPS16 [17], and
DSSZ [12] shown at the higher scale Q2 ¼ 100 GeV2. The comparison is presented per parton flavor i for the ratios Rp=Pb

i of PDFs in a
proton bound in lead compared to the PDFs in a free proton.

FIG. 20. Nuclear parton distribution functions TUJU19 in lead at NNLO compared to the LHAPDF set nNNPDF1.0 [45], shown at
our initial scale Q2

0 ¼ 1.69 GeV2 and at a higher scale Q2 ¼ 100 GeV2 for distribution functions xfi, and at the higher scale Q2 ¼
100 GeV2 for the ratios Rp=Pb

i of PDFs in a proton bound in lead compared to PDFs in a free proton. The comparison is presented for the
gluon g and for the quark singlet Σ ¼ uþ ūþ dþ d̄þ sþ s̄ in a bound proton in lead.

OPEN-SOURCE QCD ANALYSIS OF NUCLEAR PARTON … PHYS. REV. D 100, 096015 (2019)

096015-17

Q2=100 GeV2

PRD100 (2019) no.9, 096015
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FIG. 7 The full lead (Pb) PDFs for Q = 2 GeV. The uncertainty band for nCTEQ15 is shown in gray, and for
Norm3 in blue. The increase of the Norm0 set is evident for the strange and gluon PDFs in the region of x ⇠ 0.03.

prefer a larger value for both the gluon and strange PDFs
at intermediate x values, which is the region relevant for
the LHC heavy ion W±/Z production. We discuss these
fits in turn.

Norm0: Examining the Norm0 fit for Q = 2 GeV
(Fig. 7), we see a distinct excess in the strange and gluon
PDFs in the region x ⇠ 0.03; this is also evident in Fig. 10
where we have plotted the ratio relative to the nCTEQ15
values. At Q = 2 GeV, the peak of the gluon and strange

distributions are located at approximately x ⇠ 0.03; via
the DGLAP evolution these peaks shift down7 to the
region x ⇠ 0.017 for Q = 90 GeV, consistent with the
expectation for the central x value of ⇠ MW,Z/

p
s.
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For comparison, in the ATLAS proton analysis, the central x
value at
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Fig. 9 Comparison between the EPPS21 (blue), nCTEQ15WZ (purple) [93], and nNNPDF2.0 (green) [10] average-nucleon
nuclear modifications at Q2 = 10GeV2. The EPPS21 and nNNPDF uncertainties include the free-proton uncertainties but the
nCTEQ15WZ error bands only include the nuclear uncertainty.
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Fig. 10 Comparison between the EPPS21 (blue) and the EPPS16 (purple) [1] average-nucleon nuclear modifications at
Q2 = 10GeV2. The EPPS21 uncertainties include the free-proton uncertainties but the EPPS16 error bands only include the
nuclear uncertainty.
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FIG. 10: Ratios Rp/Pb
i of PDFs in a proton bound in a lead nucleus compared to the PDFs in a free proton for

TUJU21, nCTEQ15wz [9], EPPS16 [14] and nNNPDF2.0 [16], shown at Q2 = 100GeV2.

FIG. 11: Nuclear parton distribution functions TUJU21 in lead at NNLO compared to the KSASG20 results [19],
shown at Q2 = 100GeV2. The comparison is presented for the distribution functions xfi(x, Q2) with
i = g, s = s̄ = ū = d̄, u, d for a proton bound in a lead nucleus.

required to normalize the measured centrality-dependent
yields and to convert minimum-bias results into cross sec-
tions. No deviations from the theoretical predictions with
nuclear PDFs were observed for the Run-I LHC Pb+Pb
data at

p
sNN = 2.76 TeV [77–80] but uncertainties in

these data were fairly sizable. However, the more re-
cent high-precision Run II data at

p
sNN = 5.02 TeV by

ATLAS [20, 21] do show some di↵erence in normalization
when compared to NNLO calculations with NNPDF3.1
NNLO proton PDFs and EPPS16 NLO nuclear modifi-
cations [23]. Similarly the recent Run-II CMS data for
Z boson production in Pb+Pb collisions seem to sit at
the upper edge of nPDF-based predictions based on an
NLO computation matched to a parton shower [22], the
latter providing an approximation to leading-logarithmic
resummation. Unlike ATLAS, CMS has not relied on the
Glauber model to convert the measured minimum bias
yield to a cross section, but utilized the measured lumi-
nosity instead. A surprising feature is that the centrality
dependence of these two measurements is opposite: CMS

finds a decreasing trend for the normalized yield towards
more peripheral collisions, whereas in the ATLAS data it
increases with centrality. The former has been explained
with di↵erent possible biases in centrality classification in
high-scale processes [81], and the latter could be due to
nuclear shadowing for �inel

NN [23] or anchor-point bias [82].
Here we, however, confront the minimum bias data with
our nPDFs constrained by the W± and Z boson produc-
tion in p+Pb at NLO and NNLO, in order to investigate
whether these data are compatible with our nPDFs, and
whether they are mutually consistent.

To calculate the EW boson production cross section
at NLO and NNLO in QCD we use the same MCFM
code as in our fit to the p+Pb data. Before applying the
setup to heavy-ion collisions, we validate our computa-
tion against the p+p data taken by ATLAS [83] at the
same energy,

p
s = 5.02 TeV, using our proton baseline

PDFs that actually did not include these data sets. The
comparisons for Z, W+ and W� bosons are separately
shown in Fig. 12 at NLO and NNLO. We find a very

PRD 105, 094031
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
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๏ NNLO is pretty similar to NLO in terms of comparisons.

๏ The valence distributions are “well” constrained in the 

region where we have data. 

In general:

๏ The non-strange sea densities are more of a challenge, 

but altogether they don’t look *that* bad.

๏ The gluon density is not in general well constrained. 

Except for the nNNPDF3.0 analysis.

๏ The strange quark lives up to its name.
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Issues in nPDF extractions

๏ Things that could have been/can be done better with the data. 

๏ Things that can be done better with the fit.
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Issues in nPDF extractions
๏ The kinematic coverage of the data.

proton PDFs

nuclear PDFs
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๏ The quantity of data.

NC DIS data Fixed target (FT) FT deuterium Collider

proton PDF fit  
e.g. EPJC 81 (2021) 4, 341 433 513 1264

one can basically use 
these to do a proton 

PDF fit: HERAPDF

32/57



๏ The quantity of data.

NC DIS data Fixed target (FT) FT deuterium Collider

proton PDF fit  
e.g. EPJC 81 (2021) 4, 341 433 513 1264

nuclear case 2309 812 0

computable/what 
the measurement 
can be turned into

๏ How the data were/are published.

d2σ
dxdQ2

∝ F2 −
y2

Y+
FL ≡ σreduced
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๏ The quantity of data.

NC DIS data Fixed target (FT) FT deuterium Collider

proton PDF fit  
e.g. EPJC 81 (2021) 4, 341 433 513 1264

nuclear case 2309 812 0

computable/must be extracted 
from the measurement

๏ How the data were/are published.

d2σ
dxdQ2

∝ F2 −
y2

Y+
FL ≡ σreduced
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Phys.Rev.D 96 (2017) 11, 114005

y2/Y+

๏ To extract the structure functions one does a Rosenbluth 

separation: plot as a function of , the slope is .y2/Y+ −FL

y ≈ Q2/sx

Y+ = 1 + (1 − y)2
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Phys.Rev.D 96 (2017) 11, 114005

y2/Y+

๏ ~ 60% of the NC DIS data are , so much information is lost.F2, FL, R

๏ To extract the structure functions one does a Rosenbluth 

separation: plot as a function of , the slope is .y2/Y+ −FL

๏ ~ 15% of the non-deuterium NC DIS data are ratios to other nuclei.

๏ ~ 63% of the non-deuterium NC DIS data are ratios to deuterium.

๏ To vary , we must measure 

for different .  

y2

s

๏ In nuclei,  was determined 

from a parametrisation of 

. Or . Or . 

Take your pick.

F2

R = FL /F2 R = 0 R = 0.2
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๏ The type of data available: charged current DIS.

๏ Basically 4 experiments: CCFR, 

NuTeV, CDHSW, and Chorus.

8

FIG. 4. The weighted average of the cross-section ratios for Q
2
> 4 GeV2 and W

2
> 12.25 GeV2 from CDHSW, CCFR,

NuTeV, and Chorus data. The denominator (�free) is computed using nCTEQ15 proton baseline (left) and CT18 (no nu A)
NLO proton PDFs without neutrino data of Ref. [61] (right).

assumption is reasonably valid for a wide range of Q2 and
y within the kinematic range allowed by our cuts. Some
deviations from this assumption can be observed below
x = 0.015 and above x = 0.75, where R can be spread
around unity quite widely. Therefore, any inference
based on this averaging procedure in these regions should
be done with caution.

In Fig. 4, we show the nuclear correction factors R⌫(x)
and R⌫̄(x) obtained from the inclusive neutrino and
anti-neutrino cross-section data from CDHSW, CCFR,
NuTeV and Chorus. To better compare the shape of the
nuclear corrections from different data sets, we also show
an interpolation (solid lines), obtained from fits with the
parametrization of the ratio [23]

R(x) = a1 + a2x+ a3e
a4x + a5x

a6 . (12)

For comparison, we also include the SLAC/NMC nuclear
correction factor [25] which approximately describes the
nuclear effects in the charged lepton data.

In the left panels of Fig. 4, we show the shape of cross-
section ratios where �free is computed using our proton
baseline PDFs. We observe that the CCFR and NuTeV
ratios generally agree at low x, but the NuTeV ratio is
consistently above the CCFR one for x > 0.4. This is
consistent with the observation in Ref. [23] where issues
with the CCFR experiment were cited which account for
this discrepancy. In the following we will also apply a
cut x < 0.4 to the CCFR data. Overall, for the iron
neutrino data (CDHSW, CCFR and NuTeV), there is no
obvious shadowing, i.e. the appearance of R < 1, at low

x (x  0.1) as one expects from the SLAC/NMC model.
This is even more so for CDHSW data. However, the
bin center correction was not applied for the CDHSW
data, which affects largely low- and high-x data [23]. In
contrast to the data on iron, the nuclear ratio obtained
from the Chorus data shows a shape more similar to the
traditional SLAC/NMC ratio.

The nuclear ratio defined above obviously depends on
the underlying proton PDFs used for the free proton
cross-section in the denominator of Eq. (6). This
dependence can be seen when we compare the left and
the right panels in Fig. 4. The right panels show the
same nuclear ratios as the ones on the left, but the
ratios are constructed using the more recent CT18 NLO
PDFs. Here we have used a dedicated fit which does
not include any neutrino data in the CT18 analysis
to avoid inconsistencies [61]. Comparing the nuclear
ratios coming from different underlying proton PDFs,
we can clearly see differences in the x-shape of these
ratios. The largest difference is apparent at low x. The
ratios constructed from CT18 NLO PDFs show signs
of shadowing at x  0.1 in contrast to the ones where
the nCTEQ15 proton baseline PDFs were used. This
should serve as a warning to draw conclusions about the
existence of shadowing in neutrino data from observables,
which are not purely data driven and depend on some
assumptions such as the proton parton distributions.

nCTEQ, arXiv:2204.13157

๏ No problem to accommodate 

the structure functions in a 

global fit, nor with Chorus cross-

sections.

๏ There are tensions among the 

different neutrino experiments if 

we try to fit the cross-sections.

Could NOMAD solve this?
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Figure 4: The ratio of differential Drell-Yan cross sections in pA and pD from Eq. (8) as a function
of x = x2 for 12

6C, 40
20Ca, 56

26Fe and 184
74W. The open squares show the E772-data [24], and the filled

symbols stand for the calculated ratios RA
DY (x,Q2) at (x,Q2) corresponding to the experimental

values [33]. The circles show RA
DY as computed with the nuclear ratios obtained separately for the

GRV-LO set (big circles) and for the CTEQ4L set (small circles). The results obtained by using our

numerical parametrization (EKS) of RA
i together with the sets GRV-LO and CTEQ4L are shown

by triangles and diamonds, correspondingly. As seen from the panel for tungsten, the differencies
between the two parton distribution sets used for the free proton are larger than the error from

using the set-independent parametrization for the nuclear effects RA
i .
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๏ The type of data available: Drell-Yan.

If we don’t consider the deuterium DY data, older fits included only 

92 points, given as ratios to .p + d

NLO
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Recently, “new” Drell-Yan data has started to be considered. 28 

points from π± + W,  and π− + Pt
EPJ C77 (2017) no.3, 163

PL104B (1981) 335, PLB193 (1987) 368, PRL63 (1989) 356.

๏  is a novel nucleus for nPDFs.Pt
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FIG. 7 The full lead (Pb) PDFs for Q = 2 GeV. The uncertainty band for nCTEQ15 is shown in gray, and for
Norm3 in blue. The increase of the Norm0 set is evident for the strange and gluon PDFs in the region of x ⇠ 0.03.

prefer a larger value for both the gluon and strange PDFs
at intermediate x values, which is the region relevant for
the LHC heavy ion W±/Z production. We discuss these
fits in turn.

Norm0: Examining the Norm0 fit for Q = 2 GeV
(Fig. 7), we see a distinct excess in the strange and gluon
PDFs in the region x ⇠ 0.03; this is also evident in Fig. 10
where we have plotted the ratio relative to the nCTEQ15
values. At Q = 2 GeV, the peak of the gluon and strange

distributions are located at approximately x ⇠ 0.03; via
the DGLAP evolution these peaks shift down7 to the
region x ⇠ 0.017 for Q = 90 GeV, consistent with the
expectation for the central x value of ⇠ MW,Z/

p
s.

7
For comparison, in the ATLAS proton analysis, the central x
value at

p
s = 8 TeV corresponds to MW/Z/

p
s ⇠ 0.023 at

Q0 =
p
2 GeV, and evolves to x ⇠ 0.011 at Q ⇠ MZ/

p
s.

7

FIG. 3 Comparison of data with theory for ATLAS and CMS W± production. The normalization shifts are applied
to the theory so we can compare all the results on a single plot; the data is unaltered. For reference, ATLAS Run I
{W�,W+} = {6211, 6213}, CMS Run I {W�,W+} = {6231, 6233} and CMS Run I {W�,W+} = {6232, 6234}.

LHC W data are more useful:

10

FIG. 7 The full lead (Pb) PDFs for Q = 2 GeV. The uncertainty band for nCTEQ15 is shown in gray, and for
Norm3 in blue. The increase of the Norm0 set is evident for the strange and gluon PDFs in the region of x ⇠ 0.03.

prefer a larger value for both the gluon and strange PDFs
at intermediate x values, which is the region relevant for
the LHC heavy ion W±/Z production. We discuss these
fits in turn.

Norm0: Examining the Norm0 fit for Q = 2 GeV
(Fig. 7), we see a distinct excess in the strange and gluon
PDFs in the region x ⇠ 0.03; this is also evident in Fig. 10
where we have plotted the ratio relative to the nCTEQ15
values. At Q = 2 GeV, the peak of the gluon and strange

distributions are located at approximately x ⇠ 0.03; via
the DGLAP evolution these peaks shift down7 to the
region x ⇠ 0.017 for Q = 90 GeV, consistent with the
expectation for the central x value of ⇠ MW,Z/

p
s.

7
For comparison, in the ATLAS proton analysis, the central x
value at

p
s = 8 TeV corresponds to MW/Z/

p
s ⇠ 0.023 at

Q0 =
p
2 GeV, and evolves to x ⇠ 0.011 at Q ⇠ MZ/

p
s.

10

FIG. 7 The full lead (Pb) PDFs for Q = 2 GeV. The uncertainty band for nCTEQ15 is shown in gray, and for
Norm3 in blue. The increase of the Norm0 set is evident for the strange and gluon PDFs in the region of x ⇠ 0.03.

prefer a larger value for both the gluon and strange PDFs
at intermediate x values, which is the region relevant for
the LHC heavy ion W±/Z production. We discuss these
fits in turn.

Norm0: Examining the Norm0 fit for Q = 2 GeV
(Fig. 7), we see a distinct excess in the strange and gluon
PDFs in the region x ⇠ 0.03; this is also evident in Fig. 10
where we have plotted the ratio relative to the nCTEQ15
values. At Q = 2 GeV, the peak of the gluon and strange

distributions are located at approximately x ⇠ 0.03; via
the DGLAP evolution these peaks shift down7 to the
region x ⇠ 0.017 for Q = 90 GeV, consistent with the
expectation for the central x value of ⇠ MW,Z/

p
s.

7
For comparison, in the ATLAS proton analysis, the central x
value at

p
s = 8 TeV corresponds to MW/Z/

p
s ⇠ 0.023 at

Q0 =
p
2 GeV, and evolves to x ⇠ 0.011 at Q ⇠ MZ/

p
s.

EPJC 80, 968

Is there a problem with the 

normalisation?

Norm 0: no normalisation parameter. 

Norm 2: normalisation parameters for 
CMS and ATLAS Run I. 

Norm 3: normalisation parameters for 
CMS and ATLAS Run I, and CMS Run II.
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๏ The type of data available: single inclusive hadron (SIH) 

production. PRD85 (2012), 074028

Remember this?  

How can this be?
20

(a) Comparison of the nCTEQ15 fit with the data. The error
bands are computed by adding the uncertainties in quadrature.

(b) Comparison of the nCTEQ15 and EPS09 fits with the data.
The nCTEQ15 error bands are computed using asymmetric

uncertainties (MAX) to match EPS09.

Figure 15: We display the comparison of the nCTEQ15 and EPS09 fits with the PHENIX [67] and STAR [68] data for
the ratio R

⇡
dAu. The plotted PHENIX and STAR data are shifted by our fitted normalization.

(a) Comparison of the nCTEQ15 fit using the default BKK (blue)
and the KKP fragmentation (violet) functions for the calculation

of R⇡
dAu.

(b) Same as previous figure, but with a full re-analysis using the
BKK (blue) and the KKP fragmentation (violet) functions

throughout the fitting procedure.

Figure 16: We compare the impact of di↵erent fragmentation functions on the observable R
⇡
dAu. The nCTEQ15 error

bands are computed using asymmetric uncertainties to match EPS09.

els) we see the pion data have an impact on the gluon
PDF and to a lesser extent on the valence and sea quark
distributions. For the central prediction, the inclusion of
the pion data decreases the lead gluon PDF at large x

and increases it for smaller x; the two gluon distributions
cross each other at x ⇠ 0.08. Throughout most of the
x-range the error bands are reduced with the exception
of x ⇠ 0.1 (and very small x values) where they stay
more or less unchanged. This is precisely the range that
is sensitive to the DIS Sn/C (and DY) data. For most of

the other PDF flavors, the change in the central value is
minimal (except for a few cases at high-x where the mag-
nitude of the PDFs are small). For these other PDFs, the
inclusion of the pion data generally decreases the size of
the error band.

In Fig. 18 the predictions of the nCTEQ15 and
nCTEQ15-np fits are compared to the RHIC pion produc-
tion data. The e↵ect of the pion data is to increase R⇡

dAu
for small pT and decrease it at larger pT by up to 5%.
The two central predictions cross each other at pT ⇠ 4

PRD93 (2016) no.8, 085037

Not the most precise data 

I’ve ever seen (new data from 

PHENIX yet to be included).
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But it is also how we included the data in the fits.

PRD85 (2012), 074028

๏ SIH depends on the fragmentation 
functions (FFs). 

๏ EPS09 enhanced the weight of the SIH data. 

๏ DSSZ included final state effects in the FFs.
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๏ What about LHC data? Well, there is an extra price to pay:

RpPb =
d2NpPb /dydpT

⟨TpPb⟩d2σINEL
pp /dydpT

๏ SIH depends on the fragmentation 
functions (FFs). 

๏ EPS09 enhanced the weight of the SIH data. 

๏ DSSZ included final state effects in the FFs.

published
can be 

calculatedmissing part

But it is also how we included the data in the fits.

1
Nev

d2N
dydpT

=
1

σINEL

d2σ
dydpT
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SIH can provide significant constraints over the gluon nPDF:

2

I. INTRODUCTION

Parton distribution functions (PDFs) are fundamental
quantities required to calculate predictions for any
process involving hadrons in the initial state. The
QCD parton model has been used successfully to make
predictions for a variety of experiments at SLAC, HERA,
TeVatron, RHIC and LHC. This theoretical framework
will also be essential for both the physics program
of the EIC, and proposed future experiments such as
the FCC. While precise constraints have been imposed
on the proton PDFs, for the case of nuclear PDFs
(nPDFs), there is still much room for improvement
of the uncertainties [1–22]. The gluon PDFs are
particularly problematic because the cross sections for
the deep inelastic scattering (DIS) and the Drell-Yan
(DY) processes, which represent the bulk of the precision
data in nPDF fits like nCTEQ15 [3], are not directly
sensitive to the gluon PDF at leading order.

While many di↵erent microscopic models for nuclear
e↵ects on PDFs exist, no unambiguous picture has
yet emerged for either the shadowing region [23–26],
antishadowing region [26–28], or the EMC e↵ect [26,
29–33]. A particularly promising unified approach is
provided by the Color Glass Condensate [34, 35]. On
the other hand, unbiased fits to the experimental data
provide important global constraints on these theoretical
ideas and are an indispensable ingredient for many
current and future experimental (i.e. at LHC, but
also RHIC and EIC) and theoretical analyses (e.g.,
for the very successful Statistical Hadronization Model
describing the freeze-out of the QGP [36]). This is the
approach we take in the following. Note that there are
currently ongoing studies at the LHC of medium, i.e.
final state e↵ects also in small systems created in pA and
even pp collisions [37, 38]. In our analysis below, we will
demonstrate that our results are largely independent of
the final state hadron fragmentation and thus that our
interpretation of the nuclear e↵ects as modifications of a
cold initial state is currently totally consistent with the
available experimental data.

A. The gluon PDF

Single Inclusive Hadron (SIH) production data has the
potential to yield new constraints on the gluon PDF
because the gluon contributes a significant part to the
overall cross section of this process. The importance of
the gluon contribution can be seen in Fig. 1, which shows
the fractional contribution to the process p+Pb ! ⇡0+X
as a function of the transverse momentum pT for the
various subprocesses initiated by gluons, up, down, and
strange partons inside a lead nucleus. In particular, the
red shaded area shows the fraction where a parton from
the proton interacts with a gluon from the lead nucleus
to produce a neutral pion. The gluon contribution
dominates in the low to mid pT region at a center of

FIG. 1. Fractional contributions of the total p+Pb ! ⇡0+X
cross section initiated by each PDF flavor fPb

i (x,Q) of the
lead nucleus at

p
sNN = 200GeV (upper panel) and 5TeV

(lower panel) for i 2 {g, u, d, ū, d̄, s+ s̄}.

mass energy per nucleon of
p
sNN = 200GeV. At 5TeV,

the gluon is the dominant contribution even in the mid-
to high-pT region. The remaining contribution is shared
roughly evenly between the up and down quarks, while
the antiquarks (including up and down) contribute a
minor fraction. Charm, bottom and top are omitted in
this figure due to their negligible contributions, but they
are fully incorporated in the calculation. The partonic
fractions for kaons and eta mesons are similar to those of
pions, so we do not present a separate figure.

Figure 2 shows the relative contributions to the cross
section of p+Pb ! ⇡0+X of each parton’s fragmentation
function (FF). For instance, the red area shows the
contribution from processes where the initial scattering
event produces a gluon which then fragments into a
neutral pion. These contributions are very similar to
those of the PDF flavors (Fig. 1), but with slightly
larger contributions from the antiquarks. Both figures
are computed with nCTEQ15WZ PDFs [39] and DSS

contribution of each initial 

state parton at  the LHC
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mass energy per nucleon of
p
sNN = 200GeV. At 5TeV,

the gluon is the dominant contribution even in the mid-
to high-pT region. The remaining contribution is shared
roughly evenly between the up and down quarks, while
the antiquarks (including up and down) contribute a
minor fraction. Charm, bottom and top are omitted in
this figure due to their negligible contributions, but they
are fully incorporated in the calculation. The partonic
fractions for kaons and eta mesons are similar to those of
pions, so we do not present a separate figure.

Figure 2 shows the relative contributions to the cross
section of p+Pb ! ⇡0+X of each parton’s fragmentation
function (FF). For instance, the red area shows the
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Another recently included data:  production D0

EPJC 82, 413
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Fig. 9 Comparison between the EPPS21 (blue), nCTEQ15WZ (purple) [93], and nNNPDF2.0 (green) [10] average-nucleon
nuclear modifications at Q2 = 10GeV2. The EPPS21 and nNNPDF uncertainties include the free-proton uncertainties but the
nCTEQ15WZ error bands only include the nuclear uncertainty.
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Fig. 10 Comparison between the EPPS21 (blue) and the EPPS16 (purple) [1] average-nucleon nuclear modifications at
Q2 = 10GeV2. The EPPS21 uncertainties include the free-proton uncertainties but the EPPS16 error bands only include the
nuclear uncertainty.

di↵erence between the electric charges of up and down
quarks which makes the structure-function ratios four
times more sensitive to R

Pb

u than to R
Pb

d
. For carbon

there is no such di↵erence as RC

u = R
C

d
for an isoscalar

nucleus like carbon.

Towards smaller values of x the DGLAP evolution
e�ciently reduces the uncertainties in particular for
gluons, but also for the sea quarks. This is actually
one of the reasons we do not try to build in too much
additional flexibility for the parametrization at small
x – such variations would anyway be wiped out very

This depends on having the  FF.  

In this case, KKKS08, which comes from a limited amount of data.

D0
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ū̄ūu

0.6

0.8

1.0

1.2

1.4
s+s+s+

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.50

0.75

1.00

1.25

1.50

1.75

R
(
A

)

f

ddd Q = 10.0 GeV

median

68% CL

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
d̄̄d̄d

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
ggg

Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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ū̄ūu

0.6

0.8

1.0

1.2

1.4
s+s+s+

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.50

0.75

1.00

1.25

1.50

1.75

R
(
A

)

f

ddd Q = 10.0 GeV

median

68% CL

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
d̄̄d̄d

10�6 10�5 10�4 10�3 10�2 10�1 1
x

0.6

0.8

1.0

1.2

1.4
ggg

Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
correspond in all cases to 68% CL intervals.

Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).
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Figure 4.12. The nNNPDF3.0 predictions for the nuclear modification ratios in lead at Q = 10 GeV, compared
to the corresponding results from the EPPS16 and nCTEQWZ+SIH global analyses. The PDF uncertainty bands
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Figure 4.13. Same as Fig. 4.12, now comparing the relative nPDF uncertainties associated to R(A)
f (x, Q).

compared to the other two groups. Except for the region around x ' 0.2, where the nNNPDF3.0 nuclear
ratio is somewhat higher, the nNNPDF3.0 predictions agree within uncertainties in the full x range with
EPPS16, while for x

⇠
< 10�3 the nCTEQ prediction for Rg is instead higher and consistent with no gluon

shadowing. In terms of the nPDF uncertainties on Rg, these turn out to be similar between the three groups
in the region where the bulk of the data lies, x

⇠
> 10�2, while at smaller x those of EPPS16 become the

largest and those of nNNPDF3.0 the smallest, the latter result being explained by the strong constraints
provided by the LHCb D-meson measurements in this kinematic region.

In the case of the nuclear modifications associated to the up and down quarks, good agreement is found
both in terms of the central values and of the PDF uncertainties among the three groups for the whole range
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Figure 4.3. Comparison between the LHCb data on D0-meson production from pPb collisions in the forward region
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T . We display separately the PDF and scale uncertainty bands, and
the bottom panels show the ratios to the central value of the theory prediction based on the prior.

4.2 The nNNPDF3.0 determination

The nNNPDF3.0 (no LHCb D) fit presented in the previous section is the starting point to quantify the
constraints on the proton and nuclear PDFs provided by LHCb D-meson production data by means of
Bayesian reweighting. As discussed in Sect. 3.4, the first step is to produce the nNNPDF3.0 prior fit, which
coincides with nNNPDF3.0 (no LHCb D) with the only di↵erence being that the proton PDF boundary
condition now accounts for the constraints provided by the LHCb D-meson data in pp collisions at 7 and 13
TeV. The di↵erences and similarities between the proton PDF boundary conditions used for the nNNPDF3.0
and nNNPDF3.0 (no LHCb D) fits and their nNNPDF2.0 counterpart were studied in Fig. 3.1. Subsequently,
the LHCb data for RpPb in the forward region is added to this prior nPDF set using reweighting.

Fig. 4.3 displays the comparison between the LHCb data for RpPb, Eq. (2.3), for D0-meson production
in pPb collisions (relative to that in pp collisions) in the forward region, and the corresponding theoretical
predictions based on this nNNPDF3.0 prior set. The LHCb measurements are presented in four bins in D0-
meson rapidity yD0

as a function of the transverse momentum pD0

T , and we display separately the PDF and
scale uncertainty bands, and the bottom panels show the ratios to the central value of the theory prediction.

From Fig. 4.3 one can observe how PDF uncertainties of the prior (that does not yet contain RpPb

D0-meson data) are very large, and completely dominate over the uncertainties due to missing higher order
(MHOs), for the whole kinematic range for which the LHCb measurements are available. The uncertainties
due to MHOs (or scale uncertainties) are evaluated here by independently varying the factorisation and
renormalisation scales around the nominal scale µ = Ec

T with the constraint 1/2  µF /µR  2, and
correlating those scales choices between numerator and denominator of the ratio observable defined in
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Figure 4.3. Comparison between the LHCb data on D0-meson production from pPb collisions in the forward region
and the corresponding theoretical predictions based on the nNNPDF3.0 prior set described in Sect. 3.4. The ratio
between D0-meson spectra in pPb and pp collisions, RpPb in Eq. (2.3), is presented in four bins in D0-meson rapidity

yD0

as a function of the transverse momentum pD0

T . We display separately the PDF and scale uncertainty bands, and
the bottom panels show the ratios to the central value of the theory prediction based on the prior.

4.2 The nNNPDF3.0 determination

The nNNPDF3.0 (no LHCb D) fit presented in the previous section is the starting point to quantify the
constraints on the proton and nuclear PDFs provided by LHCb D-meson production data by means of
Bayesian reweighting. As discussed in Sect. 3.4, the first step is to produce the nNNPDF3.0 prior fit, which
coincides with nNNPDF3.0 (no LHCb D) with the only di↵erence being that the proton PDF boundary
condition now accounts for the constraints provided by the LHCb D-meson data in pp collisions at 7 and 13
TeV. The di↵erences and similarities between the proton PDF boundary conditions used for the nNNPDF3.0
and nNNPDF3.0 (no LHCb D) fits and their nNNPDF2.0 counterpart were studied in Fig. 3.1. Subsequently,
the LHCb data for RpPb in the forward region is added to this prior nPDF set using reweighting.

Fig. 4.3 displays the comparison between the LHCb data for RpPb, Eq. (2.3), for D0-meson production
in pPb collisions (relative to that in pp collisions) in the forward region, and the corresponding theoretical
predictions based on this nNNPDF3.0 prior set. The LHCb measurements are presented in four bins in D0-
meson rapidity yD0

as a function of the transverse momentum pD0

T , and we display separately the PDF and
scale uncertainty bands, and the bottom panels show the ratios to the central value of the theory prediction.

From Fig. 4.3 one can observe how PDF uncertainties of the prior (that does not yet contain RpPb

D0-meson data) are very large, and completely dominate over the uncertainties due to missing higher order
(MHOs), for the whole kinematic range for which the LHCb measurements are available. The uncertainties
due to MHOs (or scale uncertainties) are evaluated here by independently varying the factorisation and
renormalisation scales around the nominal scale µ = Ec

T with the constraint 1/2  µF /µR  2, and
correlating those scales choices between numerator and denominator of the ratio observable defined in
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Re-weighted in (not fitted).  

Computation with Pythia8 (with tune).
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๏ The type of data: jets from ATLAS

๏ They are not min. bias. Remember, we can’t compute 

centrality in pQCD!

๏ Compatible with no nuclear modification in most bins. 

Pion, kaon, and (anti)proton production in p–Pb collisions ALICE Collaboration
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๏ The same goes for SIH.
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๏ The type of data: di-jets

What about final 

state effects?

๏ Constrains the gluon 

density without FFs.  

๏ Excludes gluons with 

no anti-shadowing. 

๏ Some bins are not 

well reproduced, 

neither in .p + pEPJC 82, 413
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๏ The parametrisation bias (except for nNNPDF): 

๏ choice of parametrisation. 
๏ smooth A-dependence assumed, not ideal for light nuclei. 

From the phenomenological side:

proton PDFs

vacuum FFs nuclear FFs

nuclear PDFs

๏ The “contamination”:

but CC DIS with nuclei and NC DIS/DY with deuterium 

SIH data included

in-medium final state effects?
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๏ The parametrisation bias (except for nNNPDF): 

๏ choice of parametrisation. 
๏ smooth A-dependence assumed, not ideal for light nuclei. 

From the phenomenological side:

๏ The “contamination”:

We should be extremely 

careful not to double, triple, 

quadruple, n-ple counting 

effects.
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๏ Data from HI collisions are not used in the fits: 

๏ due to the possibility of QGP effects (for most data). 

๏ due to not finding a discrepancy in the 2.76 TeV data. 

Nuclear PDFs and HI collisions
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Fig. 11 The lepton charge asymmetry A! from W ± bosons as a func-
tion of absolute pseudorapidity compared to theoretical predictions from
the CT10 and CT10+EPS09 NLO PDF sets. The kinematic require-
ments are p!

T > 25 GeV, pmiss
T > 25 GeV, and mT > 40 GeV. Statis-

tical uncertainties are shown as black bars, whereas bin-uncorrelated
systematic and statistical uncertainties added in quadrature are shown
as the filled error box. Correlated scaling uncertainties are shown as the
hatched boxes and are offset for clarity. The PDF uncertainties in both
the CT10+EPS09 and CT10 predictions are derived from the PDF error
eigensets. The total theoretical uncertainty also includes uncertainties
in the renormalisation and factorisation scales used in the cross-section
calculations

boson candidates are selected using muons or electrons in
the final state in the fiducial region defined by p!

T > 25 GeV,
pmiss

T > 25 GeV, mT > 40 GeV and 0.1 < |ηµ| <

2.4 for muons and |ηe| < 2.47, excluding the transition
region, for electrons. After background subtraction, correc-
tion, and extrapolation to a pseudorapidity coverage of |η!| <

2.5, the numbers of events reported in each channel are
consistent.

The W boson production yields are presented as a func-
tion of 〈Npart〉 and |η!|. These yields, scaled by 1/〈Ncoll〉,
are independent of centrality and in agreement with NLO
QCD predictions. The lepton charge asymmetry from W ±

boson decays differs from measurements in pp collisions.
This is expected since in Pb+Pb collisions there is an addi-
tional neutron component contributing to W boson produc-
tion. The lepton charge asymmetry agrees well with theo-
retical predictions using QCD at NLO with CT10 PDF sets
with and without EPS09 nuclear corrections. The nuclear
corrections account for modifications that are not present in
the PDF of free nucleons. However, further improvements
in the experimental precision and uncertainties in the theory
are needed to establish the existence of nuclear effects. The
results presented here clearly indicate that in events associ-
ated with a jet, W bosons are an excellent tool for evaluat-
ing jet energy-loss in a QGP. Moreover, it was demonstrated
that W bosons can be used to study PDFs in multi-nucleon

systems. With improved statistical and systematic precision,
along with additional data from different colliding systems
such as p+Pb, it will be possible to decisively evaluate the
extent of nuclear effects on PDFs and to further test theoret-
ical predictions.
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trigger is 4.5%. The 4% maximum contribution from un-
subtracted background is taken as a systematic uncertainty.
The uncertainty associated with the muon-pair selection is
considered to be equal to the 2.6% loss of events. The MB
trigger efficiency is known at the 3% level. The uncertainty
coming from the acceptance correction is estimated
to be less than 3%, by varying the underlying generated
kinematics (y, pT) beyond reasonable modifications.
Other systematic uncertainties are estimated to sum to
less than 1.5%.

The yield of Z ! !þ!" decays per MB event is defined
as dN=dyðjyj< 2:0Þ ¼ NZ=ð""NMB!yÞ, where NZ ¼ 39
is the number of dimuons counted in the mass window of
60–120 GeV=c2, NMB ¼ 55& 106 is the number of corre-
spondingMB events, corrected for trigger efficiency," and
" are the acceptance and overall efficiency, and !y ¼ 4:0
is the rapidity bin width. We find dN=dyðjyj< 2:0Þ ¼
ð33:8' 5:5' 4:4Þ & 10"8, where the first uncertainty is
statistical and the second systematic. The analysis de-
scribed above is repeated after subdividing the data into
three bins for each of the following variables: event cen-
trality and Z boson y and pT . The total systematic uncer-
tainty does not vary significantly with these variables and is
considered to be constant and dominantly uncorrelated.

In the absence of in-medium modifications, the yield of
perturbative processes such as the Z boson production is
supposed to scale with the number of incoherent nucleon-
nucleon binary collisions [19]. In order to compare the
PbPb measured yields to available pp cross-section calcu-
lations, a scaling factor TAB is necessary. This nuclear
overlap function is equal to the number of elementary
nucleon-nucleon binary collisions divided by the elemen-
tary NN cross section, and can be interpreted as the NN
equivalent integrated luminosity per AA collision, at a
given centrality. In units ofmb"1, the average TAB amounts
to 1:45' 0:18, 11:6' 0:7, and 23:2' 1:0, for the central-
ity ranges 30%–100%, 10%–30%, and 0%–10%, respec-
tively, and 5:66' 0:35 for MB events. These numbers are
computed with a Glauber model calculation [19], using the
same parameters as in [13]. The quoted uncertainties are
derived by varying within uncertainties the Glauber pa-
rameters and the MB trigger and selection efficiency.

The full circles in Fig. 2(a) show the centrality depen-
dence of the Z yield divided by TAB, while the open square
is for MB events. The variable used on the abscissa is the
average number of participating nucleons Npart corre-

sponding to the selected centrality intervals, computed in
the same Glauber model. No centrality dependence of the
binary-scaled Z yields is observed in data. A similar result
was recently published by the ATLAS collaboration [20].

The normalized yields ðdN=dyÞ=TAB are compared to
various calculations: (1) using the nucleon CT10 and
modified nuclear EPS09 PDFs [9,21], (2) using
MSTW08 PDFs [22] and modeling incoming-parton en-
ergy loss [11], and (3) provided by the POWHEG [23]
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FIG. 2 (color online). The yields of Z ! !! per event:
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(systematic) uncertainties. Theoretical predictions are computed
within the same bins as the data, and are described in
the text.
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๏ Another reason is that it is computationally costly: one needs to 

create look up tables for both hadrons, only for a few points.

๏ In TuJu21: comparison with EW boson production at 5.02 TeV. 

Phys.Rev.D 105 (2022) 9, 9

the same collision energy [29], also shown in the figure, is
well in line with our calculations with nuclear PDFs.
At NNLO, it even appears that the calculated cross section
is somewhat above the data, contrary to the ATLAS

comparison. The differences are well visible also in the
plots showing the ratio between the NNLO and NLO
results together with the data in Fig. 14. There, the NNLO
corrections grow with yZ and are of the order 10% at the

FIG. 12. EW boson production cross sections in pþ p collisions at
ffiffiffi
s

p
¼ 5.02 TeV for Z (left), Wþ (center), and W− (right),

calculated at NLO (upper panels) and NNLO (lower panels) and compared to data from ATLAS [97].

FIG. 13. Comparison of Wþ (top) and W− (bottom) boson production in Pbþ Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV at NLO (left) and
NNLO (center) with (solid with uncertainty band) and without (dashed) nuclear PDF modifications to the ATLAS data [27]. In the right
part we plot the ratios of the NNLO (red with uncertainty) and NLO (dot-dashed brown with hatched uncertainty) together with the data.
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๏ ATLAS data are best described by proton PDFs. 

๏ CMS data are best described by nuclear PDFs.

Phys.Rev.D 105 (2022) 9, 9

FIG. 14. Comparison of Z boson production in Pbþ Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV at NLO (left) and NNLO (center) with (solid
with uncertainty band) and without (dashed) nuclear PDF modifications to ATLAS [28] (upper panels) and CMS [29] (lower panels)
data. In the right part we plot the ratios of the NNLO (red with uncertainty) and NLO (dot-dashed brown with hatched uncertainty)
together with the data.

FIG. 15. Comparison of DY production in pþ Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 8.16 TeV at NLO (left) and NNLO (center) results with (solid
with uncertainty band) and without (dashed) nuclear PDF modifications in two invariant mass bins, 15 < M < 60 GeV (upper panels)
and 60 < M < 120 GeV (lower panels) to CMS data [98]. In the right part we plot the ratios of the NNLO (red with uncertainty) and
NLO (dot-dashed brown with hatched uncertainty) together with the data.
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Is this due to the procedure used to obtain the cross-section? 
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Summary
๏ The presence of a nuclear medium affects (non-trivially) 

the measured observables in high energy physics.

๏ The differences proton/nuclei can be explained by 

interacting mechanisms between the partons in bound 

nucleons, resulting in the need for medium-modified or 

nuclear PDFs.

๏ While one can propose theoretical models for the nPDFs, 

using the factorised framework of pQCD we can find 

model “independent” distributions, just as in the proton 

case. 
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๏ There are available several sets of nPDFs, and they all 

provide very good description of the data considered.

๏ Despite all the effort, nPDFs are very much behind 

proton PDFs. Mostly due to the amount and limited 

kinematic coverage of the data.

๏ While waiting for “clean” data, fitting groups have 

turned to more involved observables.

nPDF fitters waiting 

for the EIC data
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๏ There are available several sets of nPDFs, and they all 

provide very good description of the data considered.

๏ Despite all the effort, nPDFs are very much behind 

proton PDFs. Mostly due to the amount and limited 

kinematic coverage of the data.

๏ While waiting for “clean” data, fitting groups have 

turned to more involved observables.

๏ These are sensitive to kinematic regions unreachable 

otherwise (for now) and/or to poorly constrained 

densities. 

๏ But be careful! Sometimes there are issues that should 
be addressed first.
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Beware!

To properly interpret calculations done with any 

set of (nuclear) parton distributions, you must 

know the details! 
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