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LSST extension 2025

LSST extension 2026

DES

Context: large spectroscopic and photometric surveys
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Euclid

Credit: JC Cuillandre, 2020

Credit: C Blake, 2019

Spectroscopic survey footprint Photometric survey footprint

● DESI 14,000 deg2 based on BASS, MzLS, DECaLS, DES imaging
● PFS 1,400 deg2 in the 3 HSC footprints
● WEAVE-QSO will observe 400,000 spectra in 6,000 deg2 in the SDSS footprint
● GOYA survey will observe high-redshift galaxies behind galaxy clusters

● Euclid will observe 15,000 deg2

● LSST will observe 12,000 deg2



Context: precision cosmology
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Ishak et al, 2018

DESI CDR, 2014

Growth of structure / gravity Dark Energy EoS / 
expansion history

Assembly of cosmic web and its
constituents

Cosmic
acceleration



Objectives of the project
Understanding cosmic acceleration (DE, gravity, expansion rate) from multiple cosmological probes and the 
build-up of the cosmic web

• Precision cosmology
• Theoretical developments on Dark Energy/modified gravity
• Development of cosmological simulations
• Dark Energy and modified gravity constraints from the large-scale structure
• Dark Energy and expansion history from standard candles/sirens

• Cosmic web mapping and early structure formation
• First galaxies (3 < z < 7)
• Intergalactic medium tomography (2 < z < 4)
• Late-time evolution of the cosmic web (0 < z < 2)

4



Large surveys roadmap

● eBOSS: Final cosmological papers published eBOSS collaboration et al. , Press Release July 2020.

● EMIR: Technical issues. New detectors planned end of 2021. Survey starting 2022 (degraded mode) and ending in 2023.

● DESI: 47h SV observations in Dec 2021 (>50k redshifts). Lensing+clustering+void mock challenge.
● HSC-CLAUDS: Data acquired. Analysis on bright and faint galaxy evolution measurements up to z = 3.

● WEAVE-QSO: Science observations starting in 2022.
● PFS: Integration of 2nd & 3rd spectrographs at LAM. Science observations starting possibly in 2023.

● Euclid: NISP & VIS being integrated on spacecraft. Scientific preparatory work & papers on-going.
● LSST: 3200 megapixels camera took first image in Sept. 2020. Scientific preparatory work & papers on-going.
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Surveys Start [- End] Surveys Expected start

eBOSS 2015 - 2019 WEAVE 2022

GOYA/EMIR 2018 - 2023 PFS 2023

DESI 2020 - 2025 Euclid 2023

HSC-CLAUDS 2016 - 2021 LSST 2022

https://ui.adsabs.harvard.edu/public-libraries/zjBkevkvQoCBUhWbnd38qg
https://www.sdss.org/press-releases/no-need-to-mind-the-gap/


Project organisation
● Organisation

○ 3 labs involved: LAM, CPPM, CPT
○ 40 members in 2021
○ Duration: 2020-2024
○ Budget in 2021: 13 k€
○ Wiki page: https://projets.lam.fr/projects/class/wiki

● CLASS meetings
○ CLASS general meeting on Septembre 23, 2021
○ Several team meetings (videoconf.) in 2021
○ Planning of a meeting for the 1st semester 2022
○ Need more regular meetings between CPPM, LAM and CPT
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Project recruitments in 2021
New PhD:

● Martin Kärcher at LAM/CPT on modified gravity observational constraints (IPhU PhD grant)
● Basheer Kalbouneh at CPT on LSS relativistic effects
● Vincent Duret at CPPM to work on tomographic BAO with Euclid
● Tyann Dumerchat at CPPM on growth rate of structure with DESI and ZTF data
● Vincenzo Aronica at CPPM on growth rate of structure with DESI and ZTF data
● Ilias Goovaerts at LAM on budget of ionizing sources at 3<z<7

New members:

● Pauline Vielzeuf, postdoc at CPPM
● Elena Sarpa, postdoc at CPPM (soon)
● Julian Bautista, chaire d’Excellence at CPPM
● Raphaël Gavazzi moved to LAM in 2021 and joined CLASS
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Theoretical developments on cosmological models

Cosmological models beyond homogeneity and isotropy

• Theoretical investigation on whether the cosmological principle might be an emergent quantum
phenomenon, looking at alternative spacetimes including relevant quantum fluctuations

• The emerging picture is a distance operator analogous to chord distance of an embedded manifold.
Cosmological consequences of these findings are on-going.
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FIG. 3: Upper: distance modulus calculated in ⇤CDM (solid line),
⇤LTB (dashed line) and in mLTB (dotted line) respectively. Lower:

redshift drift expected in the models presented in the upper panel.
The 1� error bars and the data range are those predicted for CODEX
observations over a 13-year time span. Data points and error are
taken from [54].

VI. APPLICATION WITH EXPLICIT LTB MODELS

In this section, we review some popular LTB models pub-
lished in the literature that claim to reproduce the predictions
of the ⇤CDM model. We premise that we are not interested
in their physical feasibility or cosmological soundness, but in
their practical utility as toy models in order to highlight the po-
tential of the redshift drift observable in resolving some of the
degeneracies that plague LTB cosmologies when compared to
observational data.

The first set of models are those that were shown by [20]
to reproduce the Hubble diagram of supernovae. The first
model (we call it mLTB) describes a LTB universe which
is comprised only of matter (⌦m0(�) = 1), while the sec-
ond one (⇤LTB) incorporates the contribution of the cos-
mological constant ⇤ and satisfies to the flatness constraint
⌦m(�) + ⌦⇤(�) = 1. The rationale for choosing them is that
the spacetime evolution of the scale factor A(t, �) can be com-
puted analytically, making the results more transparent. By
integrating Eq. (7) for ⌦m + ⌦⇤ = 1 we obtain the following

FIG. 4: Upper: the spatial scaling of the present day physical matter
density profile ⇢0(�) (in units M�Mpc

�3) for the constrained GBH
(red dotted line) and the Gaussian (black dashed line) void models.
Lower: comparison of the redshift drift expected in the standard
⇤CDM scenario (blue solid line) and in the above LTB models which
best fit SNIa, BAO and CMB data. Data points and 1 � error are the
same as in Fig. 3.
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which reduces to A/A0 = [1 + 3/2H0(�)(t � t0)]2/3 in the case
of the mLTB model.

Both models are described by the same present day trans-
verse expansion rate profile

H0(�) = H0(1) + �He
��/�0 (29)

with parameters fine tuned to fit the Hubble diagram of SNIa
data (see Fig. 3). Specifically, the mLTB model is charac-
terised by H(1) = 48.7 km/s/Mpc, �H = 16.8 km/s/Mpc
and �0 = 1400 Mpc, while the ⇤LTB scenario has best fit-
ting parameters H0(1) = 58 km/s/Mpc, �H = 8 km/s/Mpc,
�0 = 600 Mpc and ⌦⇤0(0) = 0.33.

The second set includes more sophisticated models that are
tuned to agree with multiple observational probes, not just the
Hubble diagram of SNIa. They are also meant to satisfy the-

• Study of the viability of Lemaitre-Tolman-Bondi (LTB) spherically
symmetric universes and theoretical predictions for redshift and drift

• LTB predicts Hubble diagrams almost indistinguishable from those of the
standard cosmological model

Piazza 2021

Codur & Marinoni 2021

Hubble diagram



Theoretical developments on cosmology
Cosmological models beyond standard
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Figure 3. Time evolution of the virial overdensity �vir as a function of redshift z for the ⇤CDM model (black
solid line) and the other dark energy models (see legend). Top (bottom) panels show the results ignoring
(including) dark-energy fluctuations in the definition of �, namely � = �m (� = �m + ⌦de(a)�de/⌦m(a)). Left
(right) panels show the virialization model S 1 (S 2).

3.3 The virial overdensity �vir

In this Section we present the main result of this work, the evolution of the virial overdensity �vir. We
compare the effects of dark energy perturbations on the models investigated with the ⇤CDM model,
which is our reference. Also for the ⇤CDM model, we consider the two virialization recipes, solving
Eqs. (2.11) of [1]. For all models, both ⇤CDM and dark energy, the virial overdensity represents the
non-linear evolution of density perturbations �vir = 1 + �NL. We analyse two different cases: in the
first we only consider matter perturbations, �NL = �m, while in the second we also explicitly take into
account dark energy perturbations as defined in Eq. (2.11) and discussed in [14].

In Fig. 3 we show the results of our analysis. In the upper panels we present the non-linear
evolution of matter perturbations only (which are, though, affected by dark energy perturbations)
while in the bottom panels we use a more general definition which makes explicit use of dark energy
perturbations. For comparison, for the Einstein-DeSitter model the virial overdensity at virialization
is time-independent and equal to �vir = 18⇡2( 3

4 +
1

2⇡ )
2 ' 147.

The two recipes S 1 and S 2 give qualitatively the same behaviour either when only matter per-
turbations are considered or when dark energy perturbations are also explicitly taken into account.
Focusing on the upper panels, we notice that all the models have very similar values of �vir, except
for CPL that shows a lower value. At high redshifts, the dark energy models but CPL converge to the
same value, which is lower than for the ⇤CDM of about one percent. The CPL instead, differs by
about 2% from the ⇤CDM result. As it happens for the smooth dark energy case, prescription S 2 pre-
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Figure 5. Radial surface-mass-density ⌃(R) for a halo of mass M = 1014.5 h�1M� at redshift zL = 0.3 with
truncated NFW profile, for the two virialization recipes S 1 (left panels) and S 2 (right panels) and the seven
dark energy models (line/colour styles as in Fig. 3). Top panels: absolute values. Middle and bottom panels:
absolute variations w.r.t. ⇤CDM model and smooth dark-energy models.

angle ✓G = R/dA(z) with respect to the centre of the halo, customarily coincident with the centre of
the Gaussian smoothing filter W(✓; ✓G). The number of averaged convergence peaks with signal-to-
noise ratio ⇢ ⌘ ⌫ = G(M)/�noise exceeding a fixed threshold ⌫th is finally computed integrating over
the (comoving) survey volume V and mass function n(M), which yields

N(⌫ > ⌫th) =
Z

dz
Z

dM
dV
dz

n(M)H(⌫ > ⌫th) . (4.2)

Here H(x) is the unit step function and the noise variance �2
noise = (�2

✏/2)/2⇡✓2Gng is specific to
the survey via the standard deviation of the intrinsic ellipticity distribution, �✏ , and the number of
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• Extension of the spherical collapse model for seven
dynamical dark-energy (DE) models, in which
virialization is naturally achieved as an effect of tidal 
forces (shear and rotation)

• Clustering DE models have quite different collapse 
properties compared to standard model

• Usable to interpret surface density and SZ peaks
counts in surveys

Spherical overdensity for collapse

Surface density for various DE models

Pace & Schimd 2021



Developments in cosmological simulations

• Uchuu simulation is one of the most resolved cosmological simulations to
date, with a box size of L = 2Gpc/h, and 128003 particles leading to a
particle mass of 2.3 108 Msun/h (10 times better than existing simulations)

• Press and data release in 2021
• Production of ray-tracing lensing lightcones with exquisite accuracy to be

used in preparation of DESI

The Uchuu dark matter simulation

Ishiyama, Jullo, de la Torre et al. 2021



Developments in cosmological simulations

• Constraints on cosmological parameters based on peak statistics in WL
mass maps in preparation for Euclid.

• Using the SLICS N-body simulations, that they could enhance this
precision by an extra 50% on S8 and 66% on the Dark Energy equation of
state, using a novel tomographic techniqueMartinet et al.: Probing dark energy with aperture mass statistics

Fig. 11. Same as Fig. 10 for a tomographic analysis with five redshift slices, including auto- and cross-Map terms.

mography with all cross terms, the gain is of 46%, 68%, and 57%
on S 8, w0, and ⌦m, respectively, compared to the �-2PCF alone,
and 42%, 39%, and 24% compared to 1D Map alone. These
improved forecasts confirm the good complementarity between
non-Gaussian and traditional two-point estimators.

8.3. Comparison with literature on weak-lensing peak
statistics

We now compare our forecasts with recent results in the liter-
ature of weak-lensing peak statistics. Without tomography we
find an improvement of 34% on S 8 when combining peaks and
�-2PCF compared to the �-2PCF alone. This is somewhat higher
than the value of 20% found in the case of the KiDS data in Mar-
tinet et al. (2018), and could be explained by the higher galaxy
density of our Stage IV mocks, which decreases the impact of
shape noise in the Map maps.

When including tomography with auto- and cross-Map, we
find an improvement of 36% on S 8 and 51% on ⌦m with peaks
and �-2PCF compared to �-2PCF alone. In order to compare
with the literature, we also compute the combined forecasts for
auto-Map only. In that case we find an improvement of 21% on
S 8 and 38% on ⌦m.

The latter constraints are in very good agreement with recent
results from Li et al. (2019) who found an improvement of 32%
on ⌦m when combining convergence peaks and power spectrum
in their tomographic analysis with LSST mocks. These authors
also computed forecasts on the amplitude of the primordial mat-
ter power spectrum As (similar to �8) and the sum of the neutri-

nos that we do not explore in our analysis. Our forecasts on S 8
are also close to the 25% improvement from the combination of
peaks and power spectrum compared to power spectrum alone
performed by Zürcher et al. (2020) on DES mocks including to-
mography.

The similar forecast improvements on S 8 and ⌦m between
our analysis with auto-Map terms and the recent literature com-
forts the robustness of our results. The fact that our constraints
are also systematically better when including the cross-Map
terms highlights again the superiority of this new tomographic
approach for cosmological analyses with mass maps.

For the first time, we forecast constraints on w0 through a
combination of tomographic Map methods and �-2PCF. We find
that the combination of peaks and �-2PCF improves the con-
straints on this parameter by 52% compared to the �-2PCF alone
in our tomography set-up (and 37% when including only auto-
Map). The gain from Map-map peaks is lower than for 1D Map
which also probes the information from other structures. In ad-
dition to improve our chances of solving the recent �8–⌦m ten-
sion by increasing the precision on S 8, we now know that weak-
lensing peak statistics (and more so 1D Map) also probe signif-
icant complementary information to the �-2PCF on w0, and are
therefore a powerful tool to help understand the nature of dark
energy from cosmic shear surveys.

9. Conclusion

In this article, we optimized the method to apply Map statistics
to future cosmic shear surveys (e.g., Euclid, LSST, WFIRST).

Article number, page 15 of 18
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Fig. 11. Same as Fig. 10 for a tomographic analysis with five redshift slices, including auto- and cross-Map terms.

mography with all cross terms, the gain is of 46%, 68%, and 57%
on S 8, w0, and ⌦m, respectively, compared to the �-2PCF alone,
and 42%, 39%, and 24% compared to 1D Map alone. These
improved forecasts confirm the good complementarity between
non-Gaussian and traditional two-point estimators.

8.3. Comparison with literature on weak-lensing peak
statistics

We now compare our forecasts with recent results in the liter-
ature of weak-lensing peak statistics. Without tomography we
find an improvement of 34% on S 8 when combining peaks and
�-2PCF compared to the �-2PCF alone. This is somewhat higher
than the value of 20% found in the case of the KiDS data in Mar-
tinet et al. (2018), and could be explained by the higher galaxy
density of our Stage IV mocks, which decreases the impact of
shape noise in the Map maps.

When including tomography with auto- and cross-Map, we
find an improvement of 36% on S 8 and 51% on ⌦m with peaks
and �-2PCF compared to �-2PCF alone. In order to compare
with the literature, we also compute the combined forecasts for
auto-Map only. In that case we find an improvement of 21% on
S 8 and 38% on ⌦m.

The latter constraints are in very good agreement with recent
results from Li et al. (2019) who found an improvement of 32%
on ⌦m when combining convergence peaks and power spectrum
in their tomographic analysis with LSST mocks. These authors
also computed forecasts on the amplitude of the primordial mat-
ter power spectrum As (similar to �8) and the sum of the neutri-

nos that we do not explore in our analysis. Our forecasts on S 8
are also close to the 25% improvement from the combination of
peaks and power spectrum compared to power spectrum alone
performed by Zürcher et al. (2020) on DES mocks including to-
mography.

The similar forecast improvements on S 8 and ⌦m between
our analysis with auto-Map terms and the recent literature com-
forts the robustness of our results. The fact that our constraints
are also systematically better when including the cross-Map
terms highlights again the superiority of this new tomographic
approach for cosmological analyses with mass maps.

For the first time, we forecast constraints on w0 through a
combination of tomographic Map methods and �-2PCF. We find
that the combination of peaks and �-2PCF improves the con-
straints on this parameter by 52% compared to the �-2PCF alone
in our tomography set-up (and 37% when including only auto-
Map). The gain from Map-map peaks is lower than for 1D Map
which also probes the information from other structures. In ad-
dition to improve our chances of solving the recent �8–⌦m ten-
sion by increasing the precision on S 8, we now know that weak-
lensing peak statistics (and more so 1D Map) also probe signif-
icant complementary information to the �-2PCF on w0, and are
therefore a powerful tool to help understand the nature of dark
energy from cosmic shear surveys.

9. Conclusion

In this article, we optimized the method to apply Map statistics
to future cosmic shear surveys (e.g., Euclid, LSST, WFIRST).

Article number, page 15 of 18
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Fig. 4. Aperture mass maps of 1 deg2 obtained from the full redshift distribution (0 < zall < 3), for five continuous redshift slices (0 < z1 < 0.4676,
0.4676 < z2 < 0.7194, 0.7194 < z3 < 0.9625, 0.9625 < z4 < 1.3319, 1.3319 < z5 < 3) and for a few cross-combinations of redshift slices (z2 [ z3,
z2 [ z4, z2 [ z3 [ z4). Massive foreground halos are traced in multiple redshift planes while the noise fluctuates randomly. The cross-Map terms
allow us to retain the information about correlations of structures in between slices.

emulated for any cosmology from the cosmo-SLICS simulations
(DVs labeled xm) in Sect. 6.3. The mock observation (DVs la-
beled x) consists in one of the cosmo-SLICS model that was not
used to calibrate the cosmological dependence.

6.1. Noise

The noise is accounted for through the covariance matrix, that
estimates the correlation between the data vectors xs,i for Ns dif-
ferent mock realizations i,

⌃(⇡0) =
1

Ns � 1

NsX

i=1

(xs,i(⇡0) � x̄s(⇡0)) (xs,i(⇡0) � x̄s(⇡0))T. (12)

The x̄s denotes the average value of the data vector over its dif-
ferent realizations. We neglect the dependence of the covariance
matrix on cosmology and estimate it from the ⇤CDM SLICS
simulations at cosmology ⇡0. This has been shown to be the cor-
rect approach in a Gaussian likelihood framework, since varying
the cosmology in the covariance can introduce unphysical infor-
mation (Carron 2013).

Each of the Ns = 928 mock realizations is fully independent
in terms of all three noise components: sample variance, shape
noise, and position noise. We find that the shape noise, intro-
duced by a particular realization of galaxy intrinsic ellipticities,
is of the same order as the sample variance. The fact that galaxy

positions are random gives rise to “position noise,” which adds to
the shape noise, but only increases the covariance by a few per-
cents at high S/N and up to ⇠ 20% at S/N of 0. The position of
sources has a weaker impact on large S/N values that correspond
to massive halos for which the shear is larger.

Using a finite suite of simulations results in uncertainties in
the covariance matrix which propagates into an error on the con-
straints on the cosmological parameters (Hartlap et al. 2007; Do-
delson & Schneider 2013; Taylor & Joachimi 2014). This loss
of information can be quantified by employing a Student-t dis-
tribution to describe the distribution of values in each S/N bins
(Sellentin & Heavens 2017). This distribution is the result of the
central limit theorem for a finite ensemble of independent real-
izations, and converges to the Gaussian distribution for an infi-
nite number of samples. The systematically lost information in
the variance of each cosmological parameter marginalized over
all other parameters can be computed from the number of real-
izations used in the computation of the covariance matrix (Ns),
the size of the data vector (Nd) and the number of cosmologi-
cal parameters inferred (Np), via Eq. 42 of Sellentin & Heavens
(2017). With Ns = 928, Np = 4 and Nd varying between 8 bins in
the simplest case to 519 bins for the combination of 1D Map and
�-2PCF with a 5-slice tomography including all cross terms, we
find that the accuracy on our errors on each individual parameter
is better than 1%.

Article number, page 8 of 18

Simulated lensing peak statistics

Testing new and complementary lensing observables

Martinet et al. 2021a,b



Developments in cosmological simulations

• Reconstruction of the full geodesics between
sources and observer in N-body simulations
(RayGal sim.)

• Test the impact of magnification bias on the
three-dimensional redshift-space clustering.

• Magnification bias (usually neglected in
observational analyses), can be accounted for at
linear level and crucial at z>1.5 for galaxy samples
with steep magnitude selection

Impact of magnification: theory

• Impact in the worst case (s=1.2 
and z=2) mostly on large scales
in monopole and hexadecapole
• Flat-sky approximation good

enough in principle

A&A proofs: manuscript no. output

2.2.2. Two-point correlation function correction

To be consistent, one should in principle derive the lensing cor-
rection associated to magnification bias on the correlation func-
tion, using the same theoretical framework as for RSD. Nonethe-
less, these developments are beyond the scope of the present pa-
per, and instead, we propose a simple correction based on linear
theory, which can be easily used on top of any RSD model.

We start from the observed galaxy number counts, which ac-
counts for density, RSD, and lensing perturbations (the full ex-
pressions accounting for all the terms at first order in metric per-
turbations can be found in Yoo et al. 2009; Challinor & Lewis
2011; Bonvin & Durrer 2011)

� = �den + �rsd + �len, (19)

where �den = b�, b is the Eulerian linear bias, �rsd = �@rvr/H
is the RSD component, where @rvr, and H are respectively the
gradient of the velocity field along the line of sight, and the con-
formal Hubble parameter. The lensing perturbation �len is that of
Eq. (18). We note that the decomposition in Eq. (19) is only true
at first order since it neglects higher-order lensing correlations.

Since the correlation function can be written as ⇠(r) =
h�(x)�(x + r)i, the linear correction that comes from the ad-
dition of lensing magnification in the number counts is

⇠corr(r) = ⇠den-len(r) + ⇠rsd-len(r) + ⇠len-len(r), (20)

where ⇠A-B(r) ⌘ h�A(x)�B(x + r)i. The expressions for the
di↵erent terms in Eq. (20) are derived in Matsubara (2000);
Hui et al. (2007, 2008), and in Tansella et al. (2018a,b) for the
curved-sky case. Precisely, in the latter case we have

⇠A-B(✓, z1, z2) =
Z

dk

k
PR(k)QA�B

k
(✓, z1, z2), (21)

where (✓, z1, z2) defines the separation vector in observed coor-
dinates2, PR(k) is the primordial matter power spectrum, and the
kernels QA�B

k
with A-B = {den-len, rsd-len, len-len} read

Q
den-len
k

(✓, z1, z2) = b(z1)S D(z1)
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Q
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0
d�d�0

(�1��)(�2��0)
��0

S �+ (�)

S �+ (�0)⇣LL(k�, k�0, ✓).

In these equations ⇣ are pure geometrical functions provided in
Appendix B of Tansella et al. (2018a), �i is the comoving dis-
tance to redshift zi, and S D, S V , S �+ are the scaled transfer
functions associated to density, peculiar velocity, and gravita-
tional potentials, respectively. ⇠A-B(✓, z1, z2) in Eq. (21) can be
written in terms of the separations parallel and perpendicular to
2 Here, z1 and z2 are the redshifts of the objects of the pair and ✓ is the
angle between them.

the line of sight, rk and r?, using that rk = �2��1, r? =
q

r2 � r
2
k
,

and r =
q
�2

1 + �
2
2 � 2�1�2 cos ✓.

We implement the magnification bias correction using the
Coffe library3 (Tansella et al. 2018b), which provides directly
⇠den-len, ⇠rsd-len, ⇠len-len in bins of (r?, rk) using curved-sky linear
theory and given an input linear power spectrum. It was noted in
Jelic-Cizmek (2021) that, although there is in general no large
di↵erences between the curved-sky and flat-sky prescriptions
at the scales of interested for us, that is r . 150 h

�1Mpc, the
⇠den-len component is quite sensitive to the adopted prescription.
We therefore adopted the full curved-sky implementation.

Our theoretical model for the redshift-space correlation
function therefore consists in CLPT-GS prediction for non-
linear RSD, and the curved-sky linear theory prediction for
the additional lensing magnification correction. Formally, the
anisotropic correlation function model is given by

⇠model(r?, rk) = ⇠CLPT-GS(r?, rk) + ⇠corr(r?, rk). (25)

A final step involves evaluating ⇠model at coordinates (r, ⌫) us-
ing that r =

q
r

2
?
+ r

2
k

and ⌫ = rk/r, and computing associated
multipole moments as

⇠model
` (r) =

2` + 1
2

Z 1

�1
⇠model(r, ⌫)L`(⌫)d⌫, (26)

where L` is the Legendre polynomial of order `.
Finally, we show the multipoles of the correlation function

computed with our model in Fig. 1. First, we remark that in any
case, magnification bias adds a positive contribution to the corre-
lation function multipoles. Second, the full-sky and flat-sky im-
plementations of the lensing corrections give very similar results
which are indistinguishable, except for the case of the hexade-
capole at large comoving separation. Overall, although we use
the full-sky correction in our modelling, we believe that the flat-
sky approximation should also work in likelihood analyses since
the covariance associated with the hexadecapole weakly a↵ects
the final results compared to the monopole and quadrupole.

3. Methods

To investigate the impact of magnification bias on redshift-space
clustering, we use a N-body simulation, which naturally ac-
counts for the fully non-linear structure formation, and extract
light-cones with various magnification bias selections. We then
estimate the first three even multipole moments of the two-point
correlation function in the light-cones, in several tomographic
redshift bins, and run a Monte Carlo Markov Chain (MCMC)
likelihood analysis to sample the parameters of the model de-
scribed in Sect. 2. We present in this section the di↵erent meth-
ods that we used.

3.1. Datasets

The RayGal simulation suite4 (REF) is based on RAMSES
(Teyssier 2002; Guillet & Teyssier 2011). These are dark-matter-
only N-body simulations containing 40963 dark matter (DM)
particles of mass 1.8⇥ 1010

M� in a volume of (2.625 h
�1Gpc)3.

Both ⇤CDM and wCDM versions are available and associated
fiducial cosmological parameters are given in Table 1. The two
3 https://github.com/JCGoran/coffe
4 https://cosmo.obspm.fr/public-datasets/
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Fig. 1. Multipoles of the correlation function (monopole, quadrupole
and hexadecapole from top to bottom panels) when accounting for RSD
only (red) with CLPT-GS, RSD and lensing (blue) or RSD and a flat-
sky implementation of the lensing contribution. We consider a ⇤CDM
model with galaxy bias equal to unity and s = 1.2 at z = 1.8.

Model ⌦m �8 w

⇤CDM 0.25733 0.80101 -1.0
wCDM 0.27508 0.85205 -1.2

Table 1. Cosmological parameters, that is ⌦m the total matter density,
�8 the power spectrum normalisation at z = 0, and w the redshift-
independent equation of state for the ⇤CDM and wCDM cosmologies
of RayGal. In both cases we consider flat models, that is ⌦k = 0, with
reduced Hubble parameter h = 0.72, the baryon density ⌦b = 0.04356,
the radiation density ⌦r = 8 ⇥ 10�5 and the spectral index ns = 0.963.

cosmologies have di↵erent ⌦m and �8, and therefore di↵erent
values of f�8(z), since f ⇡ ⌦m(z)0.545 in General Relativity
(REF). This can be seen in Fig. 2, where the fiducial values of
f�8 as a function of redshift for the two cosmologies, as well as
the expectations from Planck Collaboration et al. (2016) ⇤CDM
best-fitting model assuming General Relativity are shown. Inter-
estingly, the values of f�8(z) for the RayGal ⇤CDM (wCDM)
model are close to Planck ones at high (low) redshift. It is worth
emphasising the importance of analysing simulations with dif-
ferent cosmologies, since we can analyse them blindly assuming
a fiducial cosmology, as in observations, and see whether one
can recover unbiased estimates of the growth rate of structure.

3.1.1. RayGal light-cones

Several light-cones have been extracted from the RayGal simu-
lations. In the present work, we use light-cones with an aperture
of 2500 deg2 extending to z = 2, which encompasses the red-

Fig. 2. Evolution of the growth rate of structure as a function of redshift,
for the Planck Collaboration et al. (2016) cosmology in black (with the
error bars shown in grey), as well as the two cosmologies (⇤CDM in
purple, wCDM in cyan) of the RayGal simulations until z = 2.

shift range probed by DESI (DESI Collaboration et al. 2016) and
Euclid (Laureijs et al. 2011) surveys. Those light-cones contain
DM particles, as well as DM haloes identified with the parallel
Friend-of-Friend algorithm pFoF (Roy et al. 2014), using a link-
ing length of b = 0.2. We imposed a minimum of 100 particles
per halo, which leads to halos with mass above 1.8 ⇥ 1012

M�.
The gravitational lensing information is computed in the

light-cones by using the ray-tracing library Magrathea (Reverdy
2014). The latter implements an iterative algorithm that finds
the null geodesics connecting the observer to each source (Bre-
ton et al. 2019), that is, either particles or haloes. This allows
the computation of RSD and lensing e↵ects at the same time,
in a general and accurate way. It is important to emphasize the
fact that the treatment of gravitational lensing does not involve
the Born approximation, which is often used. In our light-cones,
we have roughly 1.2 ⇥ 107 haloes for both cosmologies and we
ray-trace about 4⇥108 randomly selected particles. Having both
haloes and particles enable us to perform a redshift-space clus-
tering analysis on a biased population for the former (and hence,
closer to observations), and for the latter, to carry out a precise
study where the number of matter tracers is maximised.

In Fig. 3, we show the redshift distribution of the halo and
particle samples in the ⇤CDM light-cone, as well as the adopted
tomographic redshift bins. The distributions in the wCDM light-
cone are very similar. The tomographic redshift bins cover a sim-
ilar redshift range as present and future galaxy cosmological sur-
veys, a regime where gravitational lensing e↵ects on galaxy clus-
tering start to be significant (at about z > 1). Regarding the shape
of the redshift distribution, we see for particles that it monotoni-
cally increases, as expected in the case of constant density. One
may however remark that at about z = 2, the N(z) seems to de-
crease. This is an edge e↵ect due to the fact that we built our
light-cones up to z ⇠ 2. To avoid any issue, we use in our anal-
ysis a maximum redshift of zmax = 1.95. For halos, the N(z)
reaches a maximum at around z = 1.2 and later decreases. This
can be explained by the combined e↵ect of the halo formation
and limited mass resolution in the simulation. We do not impose
any further selection in redshift to avoid discarding too many
objects from our samples, and thus maximise RSD and lensing
magnification signals.
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Cosmological constraints from the large-scale structure

• Press release in 2021: first observations

• Involvement in the lensing mock
challenge organised within the C3
working group of the DESI collaboration

• Assessment of the sensibility of lensing
observables (such as voids lensing) given
the DESI and lensing data at hand (KiDS,
DES and HSC).

DESI’s three-dimensional “CT scan” of 
the Universe

Measurement of  more galaxy
redshifts in 1 year than all past

spectroscopic surveys combined

R. Boschetti, E. Jullo, M.-C. Cousinou, S. EscoffierDESI first observations & prospects



Cosmological constraints from the large-scale structure

• Final redshift-space distortions analysis around voids in eBOSS, using the three main eBOSS targets from z=0.6 to z=2.2
• Forecast havent been conducted on simulated Euclid data using the Flagship simulation

16 eBOSS Collaboration

Figure 8. Comparison of f�8(z) results to other measurements. Top panel shows the comparison with other estimates from SDSS
data. The f�8 results from this work (red circles) are compared to constraints using voids (open circles) and conventional clustering
techniques (filled squares) from eBOSS DR16 and BOSS DR12. For our measurements, we display the error contribution resulting from
the RSD modelling uncertainty only by the outer error bars between caps. For DR16 datasets, we display the final consensus results
(orange squares) from the LRG+CMASS sample (Bautista et al. 2020; Gil-Marin et al. 2020), the ELG sample (Tamone et al. 2020;
De Mattia et al. 2020) and the QSO sample (Hou et al. 2020; Neveux et al. 2020) to be compared to LRG voids, ELG voids and
QSO voids, respectively. For DR12 datasets, we report f�8 measurements from galaxy clustering in BOSS (brown squares: Alam et al.
2017) with results from voids (open green and turquoise circles: Hamaus et al. 2017; Achitouv 2019; Nadathur et al. 2019). Bottom
panel shows the comparison of f�8 results from this work (red circles) with other measurements using voids, in 6dFGS (open magenta
circle: Achitouv et al. 2017), in VIPERS (open dark blue circle: Hawken et al. 2017) and in BOSS DR12 (open green and turquoise
circles: Hamaus et al. 2017; Achitouv 2019; Nadathur et al. 2019). We also compare with conventional clustering measurements in the
6dFGS (Beutler et al. 2012), the WiggleZ (Blake et al. 2011), the BOSS DR12 (Alam et al. 2017), the VIPERS (Pezzotta et al. 2017) and
the FastSound (Okumura et al. 2016) surveys. We report results from eBOSS DR16 companion papers (orange squares, see references
above). We overplot predictions for flat ⇤CDM cosmological model assuming ⌦m = 0.31 and �8 = 0.81.

MNRAS 000, 1–18 (2020)

Growth rate of structure constraints

Hamaus, Aubert et al. 2022
Aubert et al. 2021

Euclid forecast

Cosmic voids cosmology



From first galaxies to late-time cosmic web

● Blind selection of Lyα Emitters (LAE) at 2.9 < z < 6.7 with MUSE/VLT behind A2744
Complete census of Star Forming galaxies at the epoch of the reionization

● New developments initiated on estimating the total budget of ionizing sources at
3<z<7 detected behind lensing clusters, based also on the full sample of lensing
clusters

• GOYA project (Galaxy Origins and Young Assembly) with EMIR: a multi-object NIR 
spectrograph mounted on the 10m telescope GTC (Canary Islands). GTO 
observations delayed, possibly starting in 2022

I. Goovearts, R. Pello

Probing the first structures and reionization



From first galaxies to late-time cosmic web

● WEAVE-QSO projections and simulations on cosmic web and IGM reconstruction using Ly-Ha forest

● To be extended to PFS IGM tomography covering a smaller field but with much higher spectroscopic sampling
leading to a high resolution HI gas mapping (resolution ~ 3-4 Mpc).2 K. Kraljic, C. Laigle, C. Pichon, S. Peirani et al.

Figure 1. The walls (colour coded randomly) and filaments (dark colour for
all filaments, light colour for filaments of higher persistence) extracted from
the DM density field of one of the mocks. The purpose of the reconstruction
performed in this study is to recover as accurately as possible the geometry
of this cosmic web, since it defines the metric in which we can constrain
dark energy. In order to assess this accuracy, we focus on the number counts
and clustering properties of the critical points associated with peaks, voids,
filaments and walls of the cosmic web. We also compute the connectivity of
its nodes.

instruments and can be used at intermediate (⇠ 1 Mpc/⌘) to large
(⇠ 200 Mpc/⌘) scales as a tracer of the underlying density field. The
prospect of using tomography of the Ly-U forest for reconstructing
the cosmic web (Bond et al. 1996) has a long history (see e.g. Pichon
et al. 2001; D’Odorico et al. 2006; Caucci et al. 2008; Gallerani
et al. 2011; Kitaura et al. 2012; Cisewski et al. 2014a; Ozbek et al.
2016; Japelj et al. 2019; Horowitz et al. 2019, 2021b) and is now
within reach from current (e.g. CLAMATO: Lee & White 2016;
Krolewski et al. 2018; Lee et al. 2018; Newman et al. 2020, eBOSS-
Stripe 82 Ahumada et al. 2020; Ravoux et al. 2020) and upcoming
quasar or star-forming galaxy surveys (e.g. WEAVE-QSO: Pieri
et al. 2016, Pieri et al. in prep., PFS: Takada et al. 2014 or DESI:
DESI Collaboration et al. 2016). Such reconstruction represents an
unparalleled opportunity, as it gives us access to many large and
intermediate scales (Bernardeau et al. 2002). Its success relies on
the orders-of-magnitude better sensitivity of detection of neutral
hydrogen in absorption (when compared to emission), along Gpc-
long lines-of-sight (Petitjean et al. 1995; Rauch 1998). Hence Ly-U
tomography provides means to characterise the expansion-driven
geometry of the cosmic web in the lead up to the epoch of dark
energy domination.

Depending on the design of the surveys (sampling of back-
ground sources, availability of quasar and/or galaxy spectra, spectral
resolution and signal-to-noise ratio), di�erent scales and volumes
will be accessible, making the tomographic reconstruction either
more suitable for studies focused on co-evolution of galaxies and the
intergalactic-medium (if filaments can be reconstructed at the Mpc-
scale) or for cosmological analysis (if large volumes are available).
Using idealized mocks, the pioneering work of Caucci et al. (2008)
demonstrated that the topology of the cosmic web traced either by

Minkowski functionals, such as the genus (Hamilton et al. 1986), or
the skeleton (Sousbie et al. 2011) could be well-recovered with this
method. In the same vein, Horowitz et al. (2019) showed that cos-
mic web structure classification from eigenvalues and eigenvectors
of the pseudo-deformation tensor could be accurately performed,
while Horowitz et al. (2021b) focused on proto-cluster identifica-
tion (see also e.g. Cisewski et al. 2014b; Ozbek et al. 2016; Japelj
et al. 2019, for complementary mock-based analyses of the quality
of the reconstruction). In particular, several reconstruction methods
have been presented in the literature. Wiener filtering is the classical
approach, but di�erent procedures have also been proposed, either
involving a sophistication of the standard Wiener Filter (e.g. Li et al.
2021), a forward modelling approach (e.g. Porqueres et al. 2020;
Horowitz et al. 2021b), or convolutional neural networks (Harring-
ton et al. 2021).

Encouraged by these theoretical pursuits, three-dimensional
reconstruction of the density field from the Ly-U forest has already
been successfully performed in observational surveys, notably with
the CLAMATO program (see Horowitz et al. 2021a, for the lat-
est release) and eBOSS-Stripe 82 (Ravoux et al. 2020). The Ly-U
forest has proven to be a powerful tracer of the density field, par-
ticularly sensitive to intermediate densities: therefore tomographic
reconstruction should allow us to characterise the geometry of the
weakly over- and under-dense regions of the Universe, i.e. specifi-
cally the walls and filaments of the cosmic web (see Fig. 1 for an
illustration).

The clustering properties of maxima of 3D density fields were
predicted for Gaussian random field by Regos & Szalay (1995) and
revisited more recently by Baldauf et al. (2021). Such predictions
provide insight on their dependency over cosmological parameters.
More recently, Shim et al. (2021) systematically investigated the
statistical properties of all critical points (i.e. the loci of zero gradi-
ent) of the cosmic field of ⇤CDM simulations, and in particular the
number counts and clustering properties of wall-like and filament-
like saddle points1. As they trace the relative position of walls and
filaments (beyond the more standard peaks and voids), these sad-
dle points help characterise the global geometry and evolution of
the cosmic web (Cadiou et al. 2020). They define the underlying
topology, which makes them robust to most systematics (e.g. bias-
ing). Wall-saddle clustering encodes the typical size of voids (Stark
et al. 2015), while the cross-correlation of peaks and filament-type
saddles is sensitive to the typical length of filaments. These sets of
points probe less biased regions than galaxy surveys (Desjacques
et al. 2018), hence their dynamics are better captured by perturba-
tion theory (Gay et al. 2012). Shim et al. (2021) showed that the
statistical properties of the set of critical points such as the size of
the exclusion zones are weakly dependent on redshift, hence could
in principle be used as standard rulers (Lazkoz et al. 2008; Appleby
et al. 2021) to constrain alternative cosmology models (e.g. Bamba
et al. 2012).

The WEAVE-QSO survey, as part of the wider WHT Extended
Aperture Velocity Explorer (WEAVE, Dalton et al. 2012) survey,
is potentially well-suited to deriving cosmologically meaningful
statistics with critical points. Its large volume will make it possible
to probe the large-scale structure over several thousands of square
degrees allowing us to characterise the geometry of weakly over-
and under-dense regions of the Universe, while its high density will
allow to reach scales as small as ⇠ 16 Mpc/⌘. Could the Ly-U

1 Recall that a saddle point is a point where the gradient is null, but that is
neither a minimum nor a maximum.
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Figure 4. A visualisation of 32 Mpc/h thick slices (parallel to the line-of-sight) in the flux contrast (in units of rms fluctuations) of the reference Ly-U field (left,
smoothed at 16 Mpc/⌘) and the reconstructed fields (!T = 16 Mpc/⌘) when increasing sparsity/noise in the input dataset: a sparse but regular distribution of
sightlines without noise on spectra (RI,U, middle left), a random distribution of sightlines without noise added to spectra (RI,r, middle right) and a random
distribution of sightlines with a realistic SNR distribution (right). As sparsity and noise increase, structures tend to be more disconnected (which will create
more critical points, in particular wall-like and filament-like saddle points). The bottom panel shows transverse slices (i.e. perpendicular to the line-of-sight)
through the same fields. The smoothing scale is identical in the top and bottom rows.

2.3.2 Specific settings toward WEAVE-QSO

For the RWQ mocks, =2 is determined from the noise on each sight-
line, so that the contribution of noisy sightlines to the reconstructed
map is filtered. However, we set a cap to SNR = 16 to avoid the
reconstruction being dominated by a few sightlines with very high
SNR. The variance f2

X X = 0.06 was directly estimated from the
variance of the Ly-U flux on the noiseless simulated spectra. For
the data covariance matrix (encoding the correlation in the input
simulation, the resolution of which is ⇠ 2 Mpc/⌘, see Sec. 2.1), we
use a correlation length of 2 Mpc/⌘ in the three directions, while
for the parameter-data covariance matrix we adopt !G = 2 Mpc/⌘
(which corresponds to our spectral resolution) and !T = 16 Mpc/⌘.
This value for the transverse correlation length !T is chosen be-
cause we cannot hope to reconstruct structures at a smaller scale
than roughly the mean distance between sightlines. Appendix A ex-
plores how the reconstruction degrades when decreasing !T, while
Appendix D shows its impact on the clustering of critical points.

In order to obtain an isotropic field, which is necessary in
our analysis to investigate the clustering of critical points, the re-
constructed three dimensional map is subsequently smoothed with
an anisotropic Gaussian kernel of standard deviation 2 Mpc/⌘ in
the transverse direction and 16 Mpc/⌘ in the longitudinal direc-
tion, which ensures a globally isotropic reconstruction at a scale ofp

162 + 22 ⇠ 16.1 Mpc/⌘.
Because of the noise on spectra, some pixels on the input

dataset can exhibit (non-physical) flux values larger than 1 or smaller
than 0. Before performing the reconstruction, we cap these values
to 1 and 0 respectively. Finally, to save time, the reconstruction
is performed in parallel on overlapping boxes with a larger bu�er

regions of width 2.5⇥ !T (we checked that decreasing the width of
the bu�er region leads to spurious critical points).

After having performed the reconstruction on all set of sim-
ulated spectra (R� ,* , R� ,A , RWQ and N ), the flux contrast in the
reconstructed map is converted into a pseudo H � density, using the
following transformation: 5 : X 7! � log((X + 1) ⇥ h�i), where
h�i = 0.795 is the mean Ly-U flux in the simulation. In prac-
tice, given that the fluctuations in the flux contrast are of small
amplitude (because the field is smoothed at such large scales),
5 (X) ⇠ �X + log(h�i). The same transformation is applied to the
simulated Ly-U reference field after smoothing with an isotropic
Gaussian kernel of standard deviation 16 Mpc/⌘.

Throughout this paper, these smoothed reconstructed maps
converted into the pseudo H � density are also compared with the
original DM and H� smoothed with an isotropic Gaussian kernel
of standard deviation 16 Mpc/⌘. We note that the only di�erence
between the Ly-U reference field and the H � reference field is that
for the former smoothing has been applied on the flux before con-
verting it into pseudo H � density, while for the latter the order of
the transformations is reversed. Note finally that in what follows
all statistics are computed in units of the root-mean square (rms)
fluctuations of the field.

2.3.3 Visualisation of the reconstruction

Fig. 4 shows the reconstruction in the various configurations in units
of the rms fluctuations of each field. Projection in slices of thickness
32 Mpc/⌘ (twice the smoothing scale) parallel and perpendicular
to the line-of-sight are plotted in the top and bottom panels respec-
tively, for the Ly-U reference field (extreme left), the reconstructed
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Summary
• Significant activity within in CLASS in 2021

• We acknowledge the financial support from OCEVU and IPhU

• Delays in the start of several cosmological surveys, observational activities are more focused on 
preparatory work related to improvement of methods or theory

• Soon we will have new data, many systematic errors and new physical effects must be studied taken into
account

• DESI observations have started at high rate, very exciting prospects

• Cosmic web mapping has a growing impact on cosmological studies and has grown in importance also in 
CLASS
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