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Bayesian Neural Networks with Nested Sampling

Jjeudi 21 avril 2022 10:30 (15 minutes)

The frontier of likelihood free inference typically involves density estimation with Neural Networks at it’s core.
The resulting surrogate model used for inference is faced with the well established challenges of capturing
the modelling and parameter uncertainties of the network. In this contribution I will review progress made in
building Neural Networks trained with Nested Sampling, which represents a novel form of Bayesian Neural
Nets. This new paradigm can uniquely capture the modelling uncertainty and provides a new perspective on
the fundamental structure of Neural Networks.
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