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Talks / 2

TheMeasurement of Galaxy Population properties with Forward-
Modelling and Approximate Bayesian Computation
Auteur: Luca Tortorelli1

1 University Observatory, Ludwig-Maximilians Universitaet Muenchen

Auteur correspondant luca.tortorelli@lmu.de

New methodologies to characterise and model the galaxy population as a function of redshift that
allow to overcome biases and systematic effects are becoming increasingly necessary for modern
galaxy surveys. In this talk, I’m going to describe a novel method we developed for the measurement
of galaxy population properties (Tortorelli+18, Tortorelli+20, Tortorelli+21) that relies on forward-
modelling and Approximate Bayesian Computation (ABC, Akeret+15). The method builds upon re-
alistic image and spectra simulators (UFig and Uspec, Bergè+13, Fagioli+20), at the heart of which is
a simple yet realistic parametric model for the galaxy population. The model parameters can be con-
strained through ABC by defining and minimising physically-motivated distance metrics between
real and simulated photometric and spectroscopic data. By forward-modelling CFHTLS (Cuillan-
dre+12) and PAUS survey (Martì+14) photometric data and SDSS spectroscopic data, we constrained
the model parameters using ABC and measured, for the first time with likelihood-free inference
(LFI), astrophysically relevant quantities, such as the B-band galaxy luminosity function and the
stellar population of galaxies. With the use of a simple yet realistic generative model and LFI, we
show that it’s possible to reproduce the diversity of galaxy properties seen in modern wide-field
surveys.

Talks / 3

Truncated Marginal Neural Ratio Estimation with swyft
Auteurs: Benjamin Kurt Miller1; Alex Cole1; Christoph Weniger1; Gilles Louppe2; Patrick Forré1

1 University of Amsterdam
2 University of Liège

Auteurs correspondants: b.k.miller@uva.nl, christoph.weniger@gmail.com, g.louppe@uliege.be

Parametric stochastic simulators are ubiquitous in science, often featuring high-dimensional in-
put parameters and/or an intractable likelihood. Performing Bayesian parameter inference in this
context can be challenging. We present a neural simulation-based inference algorithm which si-
multaneously offers simulation efficiency and fast empirical posterior testability, which is unique
among modern algorithms. Our approach is simulation efficient by simultaneously estimating low-
dimensional marginal posteriors instead of the joint posterior and by proposing simulations targeted
to an observation of interest via a prior suitably truncated by an indicator function. Furthermore,
by estimating a locally amortized posterior our algorithm enables efficient empirical tests of the
robustness of the inference results. Since scientists cannot access the ground truth, these tests are
necessary for trusting inference in real-world applications. We perform experiments on a marginal-
ized version of the simulation-based inference benchmark and two complex and narrow posteriors,
highlighting the simulator efficiency of our algorithm as well as the quality of the estimatedmarginal
posteriors.

Our implementation of the above algorithm is called swyft. It accomplishes the following items:
(a) estimates likelihood-to-evidence ratios for arbitrary marginal posteriors; they typically require
fewer simulations than the corresponding joint. (b) performs targeted inference by prior truncation,
combining simulation efficiency with empirical testability. (c) seamless reuses simulations drawn
from previous analyses, even with different priors. (d) integrates dask and zarr to make complex
simulation easy.
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Relevant code and papers can be found online here:
https://github.com/undark-lab/swyft
https://arxiv.org/abs/2107.01214

Talks / 4

Cosmological Applications of Truncated Marginal Neural Ratio
Estimation
Auteur: Alex Cole1

1 University of Amsterdam

Auteur correspondant a.e.cole@uva.nl

I will describe some applications of Truncated Marginal Neural Ratio Estimation (TMNRE) to cosmo-
logical simulation-based inference. In particular, I will report on using SBI for CMB power spectra
(based on https://arxiv.org/abs/2111.08030) and realistic 21cm simulations (work in progress). Along
the way, I plan to discuss some thoughts on how to incorporate active learning scenarios with high-
dimensional nuisance parameter spaces, as well as criteria we need to trust results generated via
simulation-based inference.

Talks / 5

Interpreting non-Gaussian posterior distributions of cosmologi-
cal parameters with normalizing flows
Auteur: Cyrille Doux1

1 Laboratoire de Physique Subatomique et de Cosmologie

Auteur correspondant doux@lpsc.in2p3.fr

Modern cosmological experiments yield high-dimensional, non-Gaussian posterior distributions over
cosmological parameters. These posteriors are challenging to interpret, in the sense that classical
Monte-Carlo estimates of summary statistics, such as tension metrics, become numerically unstable.
In this talk, I will present recent work where normalizing flows (NF) are used to obtain analytical
approximations of posterior distributions, thus enabling fast and accurate computations of summary
statistics as a quick post-processing step. First (arXiv:2105.03324), we develop a tension metric, the
shift probability, and an estimator based of NFs, that work for non-Gaussian posteriors of both cor-
related and uncorrelated experiments. This allows us to test the level of agreement between two
experiments such as the Dark Energy Survey (DES) and Planck using their full posteriors, but also
the internal consistency of DES measurements. Second (arXiv:2112.05737), we use the NF differen-
tiable approximation to define a local metric in parameter space. This allows us to define a covariant
decomposition of the posterior, which is useful to characterize what different experiments truly mea-
sure. As an application, we estimate the Hubble constant, H0, from large-scale structure data alone.
These tools are available in the Python package tensiometer.

Talks / 6

Unbiased likelihood-free inference of the Hubble constant from
light standard sirens
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Auteur: Francesca Gerardi1

1 UCL

Auteur correspondant francesca.gerardi.19@ucl.ac.uk

Late-time measurements of the Hubble Constant (H0) are in strong disagreement with estimates pro-
vided by early-time probes. As no consensus on an explanation for this tension has been reached,
new independent measurements of H0 are needed to shed light on its nature. In this regard, multi-
messenger observations of gravitational-wave standard sirens are very promising, as each siren pro-
vides a self-calibrated estimate of its luminosity distance. However, H0 estimates from such objects
must be proven to be free from systematics, such as the Malmquist bias. In the traditional Bayesian
framework, accounting for selection effects in the likelihood requires calculation of the fraction of
detections as a function of the model parameters; a potentially costly and/or inaccurate process. This
problem can be bypassed by performing a fully simulation-based and likelihood-free inference (LFI),
training neural density estimators to approximate the likelihood-function instead. In this work, I
have applied LFI, coupled to neural-network-based data compression, to a simplified light standard
siren model for which the standard Bayesian analysis can also be performed. I have demonstrated
that LFI provides statistically unbiased estimates of the Hubble constant even in presence of selec-
tion effects, and matches the standard analysis’s uncertainty to 1-5%, depending on the training set
size.

Talks / 7

Towards a Likelihood-Free Inference Analysis of KiDS-1000 Cos-
mic Shear
Auteurs: Kiyam Lin1; Maximilian Von Wietersheim-Kramsta1

Co-auteur: Benjamin Joachimi 1

1 UCL

Auteurs correspondants: kiyam.lin.20@ucl.ac.uk, b.joachimi@ucl.ac.uk, maximilian.wietersheim-kramsta.19@ucl.ac.uk

Cosmological weak lensing in the era of modern high-precision cosmology has proven itself to be
an excellent probe of key parameters of the standard ΛCDM Model (Lambda Cold Dark Matter).
However, the cosmological inference task of working with weak lensing data involves a complex
statistical problem to solve within the likelihood function (Jeffrey et al. 2021). Likelihood-free infer-
ence (LFI) allows us to overcome the likelihood problem contained within the non-trivial stochastic
modelling processes. For cosmic shear analysis however, it is a challenge to procure forward simu-
lations that are both accurate and computationally optimised.

In this work, we propose to make use of a simulation pipeline that produce Pseudo-Cl cosmic shear
observables as they contain a similar level of information as other probes (Loureiro et al. 2021)
whilst being more efficient to calculate. We demonstrate the power of using a machine learning-
based likelihood-free inference methodology in the form of the PyDELFI package by Alsing et al.
(2019) combined with score compression to recover cosmological parameter posteriors that are as
good as those inferred through traditional methods, but with a near 10 times reduction in necessary
evaluations. We find that the performance of our chosen likelihood-free inference methodology is
robust to both a poor choice of fiducial cosmology used in the score compression as well as poor
compression through an inaccurate data covariance matrix.

Talks / 8

Simulation-Based Inference in StrongGravitational Lensing
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Auteur: Ronan Legin1

Co-auteurs: Yashar Hezaveh 1; Laurence Perreault-Levasseur 1

1 Université de Montréal

Auteurs correspondants: yashar.hezaveh@umontreal.ca, laurence.perreault.levasseur@umontreal.ca, ronan.legin@umontreal.ca

In the coming years, a new generation of sky surveys, in particular, Euclid Space Telescope, and the
Rubin Observatory’s Legacy Survey of Space and Time (LSST) will discover more than 200,000 new
strong gravitational lenses, an increase of more than two orders of magnitude compared to currently
known samples. Accurate and fast analysis of such large volumes of data within a clear statistical
framework is crucial for all sciences enabled by strong lensing. In this talk, I will discuss the critical
role of simulation-based inference (SBI) in the context of strong gravitational lensing analysis for
these surveys. I will present our results related to obtaining the posteriors of the macro-parameters
of individual strong lenses using machine learning models and share our ongoing work in inferring
population-level statistics using hierarchical models.

Talks / 9

Simulation-based inference of dark matter properties in strong
gravitational lenses

Auteurs: Adam CooganNone; Camila CorreaNone; Christoph Weniger1; Konstantin Karchev2; Noemi Anau Mon-
telNone

1 University of Amsterdam
2 SISSA / GRAPPA

Auteurs correspondants: christoph.weniger@gmail.com, kkarchev@sissa.it, n.anaumontel@uva.nl

Precision analysis of strong gravitational lensing images can in principle characterize the population
of small-scale dark halos and consequentially constrain the fundamental properties of dark matter
(DM). In reality, this analysis is extremely challenging, because the signal we are interested in has a
sub-percent level influence on high-variance data dominated by statistical noise.
Robustly inferring collective substructure properties fromgravitational lensing images requiresmarginal-
izing over all source, lens, and numerous subhalos and line-of-sight halos parameters. Thus, conven-
tional likelihood-based methods would be extremely time-consuming, necessitating the exploration
of a very high-dimensional parameter space, which is often intractable. Instead, we use a likelihood-
free simulation-based inference (SBI) method called truncated marginal neural ratio estimation (TM-
NRE) that leverages neural networks to directly obtain low-dimensional marginal posteriors from
observations.
We present a new multi-stage method that combines parametric lensing models and TMNRE to con-
strain the DM halo mass function cutoff scale. We apply our proof-of-concept pipeline to realistic,
high-resolution, mock observations, showing that it enables robust inference through marginaliza-
tion over source and lens parameters, and large populations of realistic substructures that would be
undetectable on their own. These first results demonstrate that this method is imminently applicable
to existing lensing data and to the large sample of very high-quality observational data that will be
delivered by near-future telescopes.

Talks / 10

Towards a Likelihood-Free Inference Analysis of KiDS-1000 Cos-
mic Shear
Auteurs: Maximilian von Wietersheim-Kramsta1; Kiyam Lin2; Benjamin Joachimi2
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1 University College London
2 UCL

Auteurs correspondants: kiyam.lin.20@ucl.ac.uk, b.joachimi@ucl.ac.uk, maximilian.wietersheim-kramsta.19@ucl.ac.uk

Likelihood-free inference (LFI) allows to evaluate non-trivial likelihood functions, while making it
possible to fully propagate all uncertainties from the data vectors to the final inferred parameters.
Nevertheless, this necessitates computationally optimised yet realistic forward simulations which
are not trivial to procure for a cosmic shear analysis (Jeffrey et al. 2020).

In this work, we propose such a forward simulation pipeline which produces observable Pseudo-Cls
from lognormal random galaxy and shear fields. The pipeline reproduces a realistic KiDS-1000 shear
catalogue by sampling galaxies and their shapes from the galaxy and shear fields while factoring
in the survey’s mask and redshift distributions. For added realism, other observational effects, such
as survey variable depth, can be included in the simulations. For our LFI pipeline, we opt to obtain
Pseudo-Cl cosmic shear observables from these catalogues, since they allow for similar accuracy and
precision in the cosmological inference as with other probes (Loureiro et al. 2021) while being more
efficient to calculate. We find that the pipeline is internally consistent and produces realistic data
vectors towards a likelihood-free analysis of KiDS-1000 cosmic shear.

Talks / 11

Simulation-based Inference for exoplanet characterization
Auteurs: Francois Rozet1; Malavika Vasist1; Gilles Louppe2; Olivier Absil1

1 University of Liege
2 University of Liège

Auteurs correspondants: francois.rozet@uliege.be, olivier.absil@uliege.be, mv.vasist@uliege.be, g.louppe@uliege.be

With the advent of new ground and space-based instruments that image exoplanets and record their
spectra across a broader wavelength range and at higher spectral resolutions, complex atmospheric
models are becoming crucial for a thorough characterization. This includes a detailed description
of the clouds and their physics. However, since the microphysics of the clouds is not observable,
this makes characterization challenging due to the presence of latent parameters which makes the
likelihood intractable and restricts characterization to either simplistic models of clouds, or time
consuming approximations of the likelihood function. As the parameter space expands, this frame-
work is bound to reach its limits. Hence in this work, we suggest leveraging a novel deep learning
approach called Neural Posterior Estimation (NPE). NPE is a simulation based inference (SBI) algo-
rithm that directly estimates the posterior, hence sidestepping the need to compute the likelihood.
Once trained, the network provides an estimate for the posterior distribution of any given observa-
tion. The key factor in this approach is that the density estimator is amortized, meaning that, once
trained, the inference itself does not require simulations and can be repeated several times with
different observations, hence saving a lot of time.

Talks / 12

Simulation-based inference from the CMB
Auteur: Roger de Belsunce1

1 University of Cambridge

Auteur correspondant rmvd2@cam.ac.uk
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In this seminar, I will discuss challenges arising in cosmological data analysis. Either likelihoods
are intractable or systematics in the data cannot be properly modelled. How can we make reliable
inference from noise and systematics dominated signals, such as the optical depth to reionization
(tau) or the tensor-to-scalar ratio (r) from large angular scale CMB data? Therefore, I will present
methods ranging from likelihood-approximations to density-estimation likelihood-free approaches
to constrain cosmological parameters. I will discuss advantages and draw backs of these methods
and apply them to current observational data. The developed methods will be required for next-
generation CMB surveys, such as LiteBIRD and Simons Observatory.

Talks / 13

Liftingweak lensing degeneracieswithfield-based inference
Auteur: Natalia Porqueres1

Co-auteurs: Alan Heavens 1; Daniel Mortlock 1; Guilhem Lavaux 2

1 Imperial College
2 IAP

Auteurs correspondants: n.porqueres@imperial.ac.uk, a.heavens@imperial.ac.uk

With Euclid and the Rubin Observatory starting their observations in the coming years, we need
highly precise and accurate data analysis techniques to optimally extract the information from weak
lensing measurements. However, the traditional approach based on fitting some summary statistics
is inevitably suboptimal as it imposes approximations on the statistical and physical modelling. I
will present a new method of cosmological inference from shear catalogues, BORG-WL, which is
simulation-based and uses a full physics model. BORG-WL jointly infers the cosmological parame-
ters and the dark matter distribution using an explicit likelihood at the field level. By analysing the
data at the pixel level, BORG-WL lifts the weak lensing degeneracy, yielding marginal uncertainties
on the cosmological parameters that are up to a factor 5 smaller than those from standard techniques
on the same data. I will discuss the current status and ways to meet the challenges of this approach
and compare it to simulation-based inference with implicit likelihoods.

Talks / 14

Accelerating Simulation-Based InferencewithDifferentiable Sim-
ulators.
Auteur: Justine Zeghal1

Co-auteurs: Francois Lanusse 2; Eric Aubourg 1; Alexandre Boucaud 3

1 APC
2 {CNRS}UMR7158
3 APC / IN2P3

Auteurs correspondants: aubourg@in2p3.fr, aboucaud@apc.in2p3.fr, francois.lanusse@cea.fr, zeghal@apc.in2p3.fr

Recent advances in simulation-based inference algorithms using neural density estimators have
demonstrated an ability to achieve high-fidelity posteriors. However, these methods require a large
number of simulations, and their applications are extremely time-consuming.

To tackle this problem, we are investigating SBI methodologies that can make use of not only sam-
ples from a simulator (which is the case when using a black-box simulator), but also the derivative of
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a given sample. While state-of-the-art neural density estimators such as normalizing flows are pow-
erful tools to approximate density, their architecture does not always allow to include the simulation
gradients.

In this work we present a dedicated approach to density estimation that allows us to incorporate
the gradients of a simulator, and thus reduces the number of simulations needed to achieve a given
posterior estimation quality. We also compare the simulation cost of existing SBI methods to our
method.

Talks / 15

Information content onprimordial non-Gaussianity from thenon-
linear dark matter field

Auteur: Gabriel Jung1

1 University of Padova

Auteur correspondant gabriel.jung@unipd.it

Constraining primordial non-Gaussianity using large-scale structure data usually requires accurate
predictions of the matter bispectrum, limiting significantly the range of scales which can be consid-
ered (linear and midly non-linear regimes).
In this talk, I will present a simulation-based inference approach which allows us to probe the non-
linear regime. We combine the modal bispectrum estimator (a standard method to extract bispectral
information from data) with an optimal compression scheme (using the score function) to build
a quasi maximum-likelihood estimator for fNL of several primordial shapes (local, equilateral, or-
thogonal). I will then show the constraints we obtained from the Quijote simulations, including a
joint-analysis with the power spectrum to disentangle the impact of several cosmological parameters
from primordial non-Gaussianity.

Talks / 16

Emulating 2-body decaying dark matter with neural networks

Auteur: Jozef Bucko1

Co-auteurs: Aurel Schneider 2; Sambit Giri 1

1 Institute for Computational Science, University of Zurich
2 Institute for Computational Science

Auteurs correspondants: sambit.giri@ics.uzh.ch, aurel.schneider@uzh.ch, jozef.bucko@uzh.ch

Theexact nature of darkmatter (DM) remains still unknown and 2-body decaying darkmattermodel,
one of the minimal extensions of standard cold dark matter model (ΛCDM), has been shown to
be an interesting dark matter candidate, namely for a potential of relaxing a famous σ8-tension.
Moreover, there have even been studies reporting a preference of this model over standard ΛCDM.
In this model, DM particles decay into a dark radiation and stable daughter particles receiving a
velocity kick as a consequence of decay. A well-established way of simulating such a model is using
an N -body code. However, directly running N -body simulations within an MCMC framework is
computationally prohibitive even on most powerful machines existing. Therefore, it is inevitable to
have a faster prediction method bypassing the N -body part of the forward modelling.
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In our work, we combine two Machine Learning-based techniques to build up a fast prediction tool
for inferring nonlinear effects of 2-body decaying dark matter. First, we run ∼100 N -body simula-
tions using Pkdgrav3 to obtain the matter power spectrum up to very small scales. We then compress
the data using Principal Component Analysis and train sinusoidal representation networks (SIRENs)
that can produce the nonlinear power spectra which we call an emulator. This emulator can probe
the model in consideration for various redshifts, spatial scales and three 2-body decaying dark mat-
ter parameters. Our architecture can emulate the dark matter impact with error below 1% for both
1− and 2−σ limits, meeting the requirements of most of the currently ongoing and planned probes,
such as KiDS-1000, DES and Euclid. We also present constraints for 2-body decaying dark matter
model derived from the latest observations, namely KiDS-1000 and Planck 2018.

Talks / 17

InferringPlanetaryTransits ParameterswithPhysics-constrained
Deep Learning Models
Auteur: Mario Morvan1

Co-auteurs: Angelos Tsiaras 1; Nikolaos Nikolaou 1; Ingo Waldmann 1

1 University College London

Auteur correspondant mario.morvan.18@ucl.ac.uk

Deep learning models offer several appealing properties for solving the inverse problem on transit
light curves: they can learn arbitrary time-correlated noise distributions, provided there are enough
examples; they are commonly scalable with respect to the number of examples and free parameters;
they are highly flexible by allowing any differentiable module to be integrated. We discuss various
existing or promising approaches to use neural networks for inferring planetary transit parameters,
all circumventing the need for explicit likelihood estimation. In particular, we present a work in
which we use an explicit forward transit model integrated as an additional constraint in the loss
function in a deep learning framework. We show on simulated data how this approach reduces the
prediction bias compared to otherwise physics-agnostic models, and finally discuss its applicability
to real data and more generally the limitations of deep learning for this problem.

Talks / 18

Measuring individal darkmatter halos in strong lenses with trun-
cated marginal neural ratio estimation
Auteurs: Adam Coogan1; Noemi Anau Montel2; Camila CorreaNone; Konstantin Karchev3; Christoph Weniger4

1 Université de Montréal and Mila
2 GRAPPA Institute (University of Amsterdam)
3 SISSA / GRAPPA
4 University of Amsterdam

Auteurs correspondants: christoph.weniger@gmail.com, kkarchev@sissa.it, n.anaumontel@uva.nl, adam.coogan@umontreal.ca

Strong lensing is a unique gravitational probe of low-mass dark matter (DM) halos, whose char-
acteristics are connected to the unknown fundamental properties of DM. However, measuring the
properties of individual halos in lensing observations with likelihood-based techniques is extremely
difficult since it requires marginalizing over the numerous parameters describing configuration of
the lens, source and low-mass halo population. In this talk I introduce an approach that addresses
this challenge using a form of simulation-based inference called truncated marginal neural ratio
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estimation (TMNRE). TMNRE enables marginal posterior inference for the properties of an individ-
ual subhalo directly from a lensing image using a neural network, trained on data tailored to the
image over a series of rounds. Using high-resolution mock observations generated with paramet-
ric lens and source models, I first show that TMNRE can infer a subhalo’s properties in scenarios
where likelihood-based methods are applicable. I then show that TMNRE makes it possible to ex-
tend this analysis to furthermarginalize over the properties of a population of low-mass halos, where
likelihood-based methods are intractable. This paves the way towards robust marginal inference of
individual subhalos in real lensing images, and compliments efforts to directly measure the DM halo
mass function from images.

Talks / 19

Time delay cosmography with a neural ratio estimator
Auteur: Ève Campeau-Poirier1

1 Université de Montréal

Auteur correspondant eve.campeau-poirier@umontreal.ca

The latest measurements of the Hubble constant, H0, by local probes like supernova and early Uni-
verse probes like the Cosmic Microwave Background are still at a ~5σ tension with each other. Time
delay cosmography with strong gravitational lensing is one of the alternative independent methods
that could shed light on this tension. The upcoming Legacy Survey of Space and Time should ob-
serve at least 3000 lensed quasars with well-measured time delays. However, analyzing this many
systems with the traditional method is not feasible due to computational costs. Fortunately, machine
learning methods provide an opportunity to accelerate this procedure.

Here, we discuss our ongoing work in estimating H0 in a simulation-based inference framework
using neural ratio estimators. This allows implicite marginalization over large sets of nuisance pa-
rameters, while providing an efficient way to estimate this low-dimensional variable. We discuss
our simulation pipeline, the inference structure, show preliminary results on simulated data, and
point to future directions and the challenges of applying the method to real data.

Talks / 20

Marginal likelihood-free cosmological parameter inference from
type Ia supernovae
Auteurs: Konstantin Karchev1; Roberto Trotta2

Co-auteur: Christoph Weniger 3

1 SISSA / GRAPPA
2 SISSA / Imperial College
3 University of Amsterdam

Auteurs correspondants: kkarchev@sissa.it, rtrotta@sissa.it, christoph.weniger@gmail.com

Type Ia supernovae (SNIa) are standardisable candles that allow tracing the expansion history of
the Universe and constraining cosmological parameters, particularly dark energy. State-of-the-art
Bayesian hierarchical models scale poorly to future large datasets, which will mostly consist of
photometric-only light curves, with no spectroscopic redshifts or SN typing. Furthermore, likelihood-
based techniques are limited by their simplified probabilistic descriptions and the need to explicitly
sample the high-dimensional latent posteriors in order to obtain marginals for the parameters of
interest.
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Marginal likelihood-free inference offers full flexibility in the model and thus allows for the inclu-
sion of such effects as complicated redshift uncertainties, contamination from non-SNIa sources,
selection probabilities, and realistic instrumental simulation. All latent parameters, including in-
strumental and survey-related ones, per-object and population-level properties, are then implicitly
marginalised, while the cosmological parameters of interest are inferred directly.
As a proof-of-concept we apply neural ratio estimation (NRE) to a Bayesian hierarchical model for
measured SALT parameters of supernovae in the context of the BAHAMAS model. We first verify
the NRE results on a simulated dataset the size of the Pantheon compilation (∼ 1000 objects) before
scaling to O(106) objects as expected from LSST. We show, lastly, that with minimal additional ef-
fort, we can also obtain marginal posteriors for all of the individual SN parameters (e.g. absolute
brightness and redshift) by exploiting the conditional structure of the model.

Talks / 21

Data-driven reconstruction of Gravitational Lenses using Recur-
rent Inference Machine II
Auteurs: Alexandre Adam1; Laurence Perreault-Levasseur1; Yashar Hezaveh1

1 Université de Montréal

Auteurs correspondants: laurence.perreault.levasseur@umontreal.ca, yashar.hezaveh@umontreal.ca, alexandre.adam@umontreal.ca

Modeling strong gravitational lenses in order to quantify the distortions of the background sources
and reconstruct the mass density in the foreground lens has traditionally been a major computa-
tional challenge. This requires solving a high dimensional inverse problem with an expensive, non-
linear forward model: a ray-tracing simulation. As the quality of gravitational lens images increases
with current and upcoming facilities like ALMA, JWST, and 30-meter-class ground-based telescopes,
the task of fully exploiting the information they contain requires more flexible model parametriza-
tion, which in turns often renders the problem intractable. We propose to solve this inference prob-
lem using an automatically differentiable ray-tracer, combined with a neural network architecture
based on the Recurrent Inference Machine, to learn the inference scheme and obtain the maximum-
a-posteriori (MAP) estimate of both the pixelated image of the undistorted background source and a
pixelated density map of the lensing galaxy. I will present the result of our method applied to the re-
construction of simulated lenses using IllustrisTNGmass density distributions and HST background
galaxy images. I will also discuss how our method shows promise to produce MAP estimates for the
Cosmic Horseshoe (SDSS J1148+1930), which has challenged traditional reconstructions methods
for over 15 years. I will also discuss avenues for possible extensions of this framework to produce
posterior samples in a high dimension space using simulation-based inference.

Talks / 22

Nested Sampling and Likelihood-Free Inference
Auteur: Will Handley1

1 University Of Cambridge

Auteur correspondant wh260@cam.ac.uk

Nested Sampling is an established numerical technique for optimising, sampling, integrating and
scanning a priori unknown probability distributions. Whilst typically used in the context of tradi-
tional likelihood-driven Bayesian inference, it’s capacity as a general sampler means that it is capable
of exploring distributions on data [2105.13923] and joint spaces [1606.03757].

In this talk I will give a brief outline of the points of difference of nested sampling in comparison with
other techniques, what it can uniquely offer in tackling the challenge of likelihood-free inference, and
discuss ongoing work with collaborators in applying it in a variety of LFI-based approaches.
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Talks / 24

Towards a Quasi-Universal Field-Level Cosmological Emulator

Auteurs: Neerav Kaushal1; Francisco Villaescusa-Navarro2; Elena Giusarma1; Yin Li3; Conner Hawry1; Mauricio
Reyes1

1 Michigan Technological University
2 Department of Physics, Princeton University and Center for Computational Astrophysics, Flatiron Institute
3 Center for Computational Astrophysics & Center for Computational Mathematics

Auteurs correspondants: fvillaescusa@princeton.edu, egiusarm@mtu.edu, yinli@flatironinstitute.org, cnhawry@mtu.edu,
mrhurtad@mtu.edu, kaushal@mtu.edu

We train convolutional neural networks to correct the output of fast and approximate N-body simu-
lations at the field level. Our model, Neural Enhanced COLA, –NECOLA–, takes as input a snapshot
generated by the computationally efficient COLA code and corrects the positions of the cold dark
matter particles to match the results of full N-body Quijote simulations. We quantify the accuracy
of the network using several summary statistics, and find that NECOLA can reproduce the results
of the full N-body simulations with sub-percent accuracy down to k ≃ 1 hMpc−1. Furthermore,
the model, that was trained on simulations with a fixed value of the cosmological parameters, is
also able to extrapolate on simulations with different values of Ωm, Ωb, h, ns, σ8, w, and Mν with
very high accuracy: the power spectrum and the cross-correlation coefficients are within ≃ 1%
down to k = 1 hMpc−1. Our results indicate that the correction to the power spectrum from
fast/approximate simulations or field-level perturbation theory is rather universal. Our model repre-
sents a first step towards the development of a fast field-level emulator to sample not only primordial
mode amplitudes and phases, but also the parameter space defined by the values of the cosmological
parameters.

Talks / 25

HARMONIC: Bayesian model comparison for simulation-based
inference
Auteur: Alessio Spurio Mancini1

Co-auteurs: Matthew Docherty 1; Matthew Price 1; Jason McEwen 1

1 University College London

Auteurs correspondants: a.spuriomancini@ucl.ac.uk, m.price.17@ucl.ac.uk, matthew.docherty.21@ucl.ac.uk, ja-
son.mcewen@ucl.ac.uk

Simulation-based inference techniques will play a key role in the analysis of upcoming astronomical
surveys, providing a statistically rigorous method for Bayesian parameter estimation. However,
these techniques do not provide a natural way to perform Bayesian model comparison, as they do
not have access to the Bayesian model evidence.

In my talk I will present a novel method to estimate the Bayesian model evidence in a simulation-
based inference scenario, which makes use of the learnt harmonic mean estimator. We recently
implemented this method in a public software package, HARMONIC, which allows one to obtain esti-
mates of the evidence from posterior distribution samples, irrespective of the method used to sample
the posterior distribution. I will showcase the performance of HARMONIC in multiple simulation-
based inference scenarios where the estimated evidence can be compared with exact analytical re-
sults, including an example of model selection in the analysis of gravitational waveforms.

The versatility of the model evidence estimation framework provided by HARMONIC, coupled with
the robustness of simulation-based inference techniques, creates a new complete Bayesian pipeline
for parameter estimation andmodel comparison fromnext-generation astronomical surveys.
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Talks / 26

Bayesian Neural Networks with Nested Sampling
Auteur: David Yallup1

Co-auteur: Will Handley 2

1 University of Cambridge
2 University Of Cambridge

Auteurs correspondants: wh260@cam.ac.uk, dy297@cam.ac.uk

The frontier of likelihood free inference typically involves density estimation with Neural Networks
at it’s core. The resulting surrogate model used for inference is faced with the well established
challenges of capturing the modelling and parameter uncertainties of the network. In this contri-
bution I will review progress made in building Neural Networks trained with Nested Sampling,
which represents a novel form of Bayesian Neural Nets. This new paradigm can uniquely capture
the modelling uncertainty and provides a new perspective on the fundamental structure of Neural
Networks.

Talks / 27

Using Neural Ratio Estimation and Probabilistic Image Segmen-
tation to detect Dark Matter Subhalos
Auteur: Elias Dubbeldam1

Co-auteurs: Noemi Anau Montel 2; Christoph Weniger 3; Adam Coogan 4; Konstantin Karchev 5

1 GRAPPA institute (University of Amsterdam)
2 GRAPPA Institute (University of Amsterdam)
3 University of Amsterdam
4 Université de Montréal and Mila
5 SISSA / GRAPPA

Auteurs correspondants: christoph.weniger@gmail.com, n.anaumontel@uva.nl, e.f.dubbeldam@uva.nl, adam.coogan@umontreal.ca,
kkarchev@sissa.it

Analyzing the light from strongly-lensed galaxies makes it possible to probe low-mass dark matter
(DM) subhalos. These detections can give us insight into howDMbehaves at small scales. Traditional
likelihood-based analysis techniques are extremely challenging and time-consuming. One has to
marginalize over all lens and source model parameters, which makes it practically intractable. Near-
future telescopes will provide a lot of observational data, therefore a fast automated approach is
needed. We are using the likelihood-free simulation-based inference (SBI) method Neural Ratio
Estimation (NRE). With NRE, neural networks learn the posterior-prior ratio.

I will describe how I am combining NRE with a U-Net to directly detect the mass and position
of multiple subhalos at once. A U-Net is a CNN developed for image segmentation. It is used to
classify each pixel of an image, where the network combines down- and upsampled information.
Where ‘traditional’ image segmentation is only interested in binary predictions, ‘probabilistic’ image
segmentation is able to calculate the pixel posteriors of the subhalos coordinates. To do this, one
needs to correctly calibrate the results. With this approach, we can obtain predictions for every
single pixel about the probability that there is a subhalo with a certain mass.

Talks / 28
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Samplinghigh-dimensional posteriorwith a simulation based prior

Auteur: Benjamin Remy1

Co-auteurs: Francois Lanusse 2; Niall Jeffrey 3; Jia Liu 4; Jean-Luc Starck 5; Ken Osato 6; Tim Schrabback 7

1 CEA Paris-Saclay
2 {CNRS}UMR7158
3 École normale supérieure
4 Kavli IPMU, University of Tokyo
5 CosmoStat, CEA Paris-Saclay
6 Institut d’Astrophysique de Paris
7 Argelander-Institut für Astronomie

Auteurs correspondants: jia.liu@ipmu.jp, jstarck@cea.fr, benjamin.remy@cea.fr, ken.osato@iap.fr, francois.lanusse@cea.fr,
schrabba@astro.uni-bonn.de, niall.jeffrey@phys.ens.fr

We present a novel methodology to address high-dimensional posterior inference in a situation
where the likelihood is analytically known, but the prior is intractable and only accessible through
simulations. Our approach combines Neural Score Matching for learning the prior distribution from
physical simulations, and a novel posterior sampling method based on Hamiltonian Monte Carlo
and an annealing strategy to sample the high-dimensional posterior.

In the astrophysical problem we address, by measuring the lensing effect on a large number of
galaxies, it is possible to reconstruct maps of the matter distribution on the sky, also known as mass
maps. But because of missing data and noise dominated measurement, the recovery of mass maps
constitutes a challenging ill-posed inverse problem.

Reformulating the problem in a Bayesian framework, we target the posterior distribution of the
mass maps conditioned on the galaxy shapes observations. The likelihood, encoding the forward
process from the mass map to the shear map is analytically known, but there is no closed form
expression for the full non-Gaussian prior over the mass maps. Nonetheless, we can sample mass
maps from an implicit full-prior through cosmological simulations, taking into account non-linear
gravitational collapse and baryonic effects. We use a recent class of Deep Generative Models based
on Neural Score Matching to learn the full prior of the mass maps. Then, we can sample from the
posterior distribution with MCMC algorithms, using an annealing strategy for efficient sampling in
a high-dimensional space.

We are thus able to obtain samples from the full Bayesian posterior of the problem and can provide
mass maps reconstruction alongside uncertainty quantifications.

Talks / 29

Compromise-Free Likelihood-Free Inference
Auteurs: Pablo Lemos1; Will Handley2

1 UCL
2 University Of Cambridge

Auteurs correspondants: wh260@cam.ac.uk, pablo.lemos.18@ucl.ac.uk

“Likelihood-Free inference allows scientists to perform traditional analyses such as parameter esti-
mation and model comparison in situations where the explicit computation of a likelihood is impos-
sible. Amongst all methods, Density Estimation LFI (DELFI) has excelled due to its efficient use of
simulations.
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However, despite its undeniable promise, current DELFI applications rely on a key approximation,
which is the use of a point estimate density estimator. The goal of this work is, instead of finding
the fastest methods available, to ask the question: “How far can one get using current computing
power without making any compromises or approximations?”By doing this, we hope to gain a better
understanding of the method, and develop the basis for future DELFI algorithms.”

Talks / 30

TheEssence of the Cosmos: howmuch cosmological information
is trapped in large-scale structure, and can it be extracted ?
Auteur: Lucas Makinen1

1 Imperial College London

Auteur correspondant l.makinen21@imperial.ac.uk

How much cosmological information is embedded in large-scale structure, and can we extract it?
Modern cosmological surveys aim to capture rich images or “fields” of evolving cosmic structure
but are often too massive to be interrogated pixel-by-pixel at the field level. We demonstrate that
simulation-based compression and inference can be equivalent to all-pixel field likelihoods. We
compare simulation-based inference with maximally-informative summary statistics compressed
via Information Maximising Neural Networks (IMNNs) to exact field likelihoods. We find that a)
summaries obtained from convolutional neural network compression do not lose information and
therefore saturate the known field information content, b) simulation-based inference using these
maximally informative nonlinear summaries recovers nearly losslessly the exact posteriors of field-
level inference, bypassing the need to determine or invert covariance matrices, or assume gaussian
summary statistics, and c) even for this simple example, implicit, simulation-based likelihood incurs
a much smaller computational cost than inference with an explicit likelihood. This work uses a
new IMNNs implementation in that can take advantage of fully-differentiable simulation and
inference pipeline. We further highlight extensions of this pipeline to cases where the cosmological
field information is not known a priori, such as in full N-body gravitational and hydrodynamical
simulations.

Talks / 33

Likelihood-free forwardmodeling for optimal survey design
Auteur: Alex Malz1

1 German Centre of Cosmological Lensing

Auteur correspondant aimalz@astro.rub.de

As with any lab experiment, every astronomical survey requires numerous design decisions, from
the instrument itself all the way through to the analysis pipelines, ultimately impacting the degree
to which its resulting data can answer the most pressing questions about the universe. By collecting
vast quantities of uncertainty-dominated data, the upcoming Vera C. Rubin Observatory’s Legacy
Survey of Space and Time (LSST) poses special challenges to making such decisions, particularly in
light of the diverse scientific goals of its users. Likelihood-free modeling can be used to optimize
these design choices by bridging the gap between simulated or precursor data in hand and the in-
herently unknown regime of the potential data that could be collected under each set of choices. I
present an approach to optimizing survey design decisions for LSST using a fully probabilistic for-
ward model of realistically complex galaxy redshifts and broad-band photometry. In addition to
presenting a few case studies showing its application to the optimization of observing strategy and
photometric redshift estimation algorithms, I also outline how to generalize this procedure to other
surveys and science use cases.
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Talks / 34

Normalising Flows for data analysis of Laser Interferometer Space
Antenna
Auteur: Natalia Korsakova1

1 APC

Auteur correspondant korsakova@apc.in2p3.fr

In the gravitational wave astronomy the main measure that we infer from the observation is the
posterior distribution of the parameters that describe the model of the gravitational wave for a par-
ticular source.
The posterior distribution is estimated by utilising Bayes theorem and assuming that we know the
model for the signal and that the noise is Gaussian with certain power spectral density.
The traditional way to perform this estimate is by applying sampling techniques such as MCMC or
Nested Sampling. However this requires many evaluations of the likelihood and can take days or
months to converge to a good solutions.
At the same time we expect that we are going to observe Electromagnetic counterparts for Massive
Black Hole Binaries (MBHBs) during the inspiral and merger phases, which can be quasi-transient
and happen very fast. Many MBHB signals will spend only couple of hours in the LISA sensitivity
band. Therefore to inform electromagnetic observatories and do multimessenger observation it is
particularly important to do very fast parameter estimation and predict the location of the source
based on the knowledge from the gravitational wave.

I will present the way how we can do parameter estimation with normalising flows for signals such
as MBHBs. Moreover I will describe what are the particular difficulties for our problem and what
are the ways forward to resolve them.

Talks / 35

GLASS:AGeneral LikelihoodApproximate Solution Scheme
Auteur: Steven Gratton1

1 Kavli Institute for Cosmology Cambridge

Auteur correspondant stg20@cam.ac.uk

We present a technique for constructing suitable posterior probability distributions in situations for
which the sampling distribution of the data is not known. This is very useful for modern scientific
data analysis in the era of “big data”, for which exact likelihoods are commonly either un- known,
computationally prohibitively expensive or inapplicable because of systematic effects in the data.
The scheme involves implicitly computing the changes in an approximate sampling distribution as
model parameters are changed via explicitly-computed moments of statistics constructed from the
data.

Talks / 36

Hierarchical Probabilistic U-Net (HPU-Net) for generating high-
dimensional posterior samples
Auteur: Mohammad-Hadi SotoudehNone

Co-auteur: Laurence Perreault-Levasseur
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Auteur correspondant hadi.sotoudeh@umontreal.ca

Deep generative models have proved to be powerful tools for likelihood-free inference, providing
a promising avenue to address the problem of doing inference in very high-dimensional parameter
space, particularly in the context of the upcoming generation of sky surveys. In this talk, I will
present our ongoing exploration of the Hierarchical Probabilistic U-Net (HPU-Net) for generating
high-dimensional posterior samples. I will summarize the experiments we conducted with HPU-Net
and the methods we employ to assess the quality of its generated samples. We will also present the
results of training this model in an adversarial setup and how it affects the quality of samples. We
hope to apply this tool to the problem of reconstructing the initial conditions of the Universe, among
others.

Talks / 37

Towards universal simulation-based inferencewith TMNRE
Auteur: Christoph Weniger1

1 GRAPPA

Auteur correspondant christoph.weniger@gmail.com

The correct interpretation of detailed astrophysical and cosmological data requires the confrontation
with equally detailed physical and detector simulations. From a statistical perspective, these simula-
tions typically take the form of Bayes networks with an often very large number of uncertain or ran-
dom parameters. These are often intractable to analyse using likelihood-based techniques. In these
cases, specific scientific questions are answered through engineering dedicated data analysis tech-
niques and/or simplified simulation models. Examples include point source detection algorithms,
template regression, or methods based on one-point or two-point statistics. Importantly, these algo-
rithms define the space of inference problems that can be solved and hence bound the information
that we can extract from data. And they often introduce biases that can be difficult to control.
I will here argue that targeted simulation-based inference might provide a path towards providing
precise and accurate answers for any possible inference problem using relatively few simulations
from the complete simulation model only. I will demonstrate this in the context of models of the
gamma-ray sky, using Truncated Marginal Neural Ratio Estimation (TMNRE) to perform inference
for point sources, point-source populations and diffuse emission components. I will highlight the
importance of selecting the right network architectures and validation of the results, and conclude
with open problems and challenges.

Talks / 38

Scattering transform and generative models for LFI application

Auteur: Erwan Allys1

1 LPENS, Paris

Auteur correspondant erwan.allys@ens.psl.eu

Scattering transforms are a new kind of statistics which have been recently developed in data science.
They share ideas with convolutional networks, allowing in-depth characterization of non-Gaussian
fields, but do not require any training stage. These statistics allow in particular to build realistic
generative models from a single image, which can be used as forward model for LFI applications.
In this talk, I will in particular show an application of such generative forward models to perform a
CMB foreground removal on a single-frequency BICEP-like sky patch in polarization.
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