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Use Cases

14/10/21 3

Several CTA Use Case Document and redmine
For DAC21 we will focus on 2 + 1 of them

https://docs.google.com/document/d/1HRd_jzw2lro_CB2_GyfytVYgnErsYd6J8RqvVGG50X8/
https://project.escape2020.de/projects/use-cases/issues?set_filter=1&tracker_id=7
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Setup
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Setup
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Data & Technology being used

Data:
Latest CTA simulation production used in the construction phase (DL0)
~100TB

Software:
RUCIO v1.23.15
FTS v3.10.1, gridFTP, dCache, HTTP-TPC
CTADIRAC r7v2
ctaPipe (DL0 -> DL1 only atm)
gammapy v0.18.2

Infrastructure:
CTA-RUCIO instance @ PIC
CTA-DIRAC test cluster @ in2p3
ESCAPE-RUCIO
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Use Case 1: Long-haul ingestion and replication
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Workflow:
1. Simulated data is injected into the datalake at 

on-site (La Palma)
2. Data is then automatically transferred from 

on-site to the datalake using a CTA/PIC-RUCIO 
instance

3. A copy of the data is transferred onto tape.
Data is replicated to a separate site within the 
datalake instance (second copy)

4. A check is made that the data is preserved
5. The data at the origin is marked for deletion
6. Data is findable (file can be retrieved using the 

appropriate query)

Tests (cumulative): 10s TBs
automatic detection of the data ingested on-site 
(La Palma) and transferred to off-site (PIC)
RUCIO triggers the deletion of the files from the origin 
(La Palma)
increase the size of the datasets & add monitoring
increase the size of the datasets to full one night of 
observation
automatically detect and transfer files produced from 
observation at la Palma to the tape storage at PIC
introducing rules to perform multiple copies of a single 
datasets

Success:
a. Data is successfully transferred, replicated, and file deleted on 

the origin RSE.
b. Data transfer was monitored.
c. Data can be discovered using the ESCAPE or CTA-RUCIO instance
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Use Case 2: Data Reprocessing
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Workflow:
1. Raw (DL0) data is identified on tape

via metadata (e.g. obsid or time range) 
2. Data volume is calculated
3. Data is staged from tape storage to temporary 

disk storage
4. Data is reprocessed using CTA pipeline software 

via the workload management system (WMS, 
based on DIRAC) using a cache area for on-the 
fly, transient data products

5. Final data products (DL1) are verified.
6. Cache and temporary data is cleared.
7. Ingest the resulting new DL1 data into the 

datalake.
8. Update the corresponding metadata

Tests: ~100TB

reprocessing of DL0 data trigger from hot storage
Pull DL0 from hot storage
Process the DL0 using ctaPipe (DL0 to DL1)
Push DL1 on Hot storage

reprocessing of DL0 data trigger from cold storage (tape)
Move DL0 from tape to staging area
Process the DL0 using ctaPipe (DL0 to DL1)
Push DL1 on Hot storage

Success:

a. Use of RUCIO and DIRAC integration

b. The data (DL1) are findable in the datalake (CTA instance) and 
are updated to a new version
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Use Case 4a: Interactive Analysis

14/10/21 10

Workflow:
1. User logs in to the ESAP and is identified as a 

CTA project PI
2. Search for Data in the datalake

a) Search for (simulated) CTA DL3 level data on 
the ESCAPE-RUCIO instance by project ID

b) Select data from search results or select all
3. Search for corresponding IRF (instrument 

response function) for the data selected
4. Search for corresponding metadata, log files etc 
5. The data can now be analysed in interactive 

mode using Jupyterhub 

Tests:

Gammapy enviroment can be deployed using ESAP
Final onboarding can be simulated using Zenodo 
sandbox / gitlab version

Data can be discovered using ESAP

The data can then be used by the software

Data can be analysed to produce higher-level data

Success

a. High level products produced from data on the datalake
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Notes & Todo

UC1 Long-haul transfer and replication:
Infrastructure:

CTA-RUCIO instance running on k8s @PIC including tape, limited access at the moment
agreement from partners on La Palma to use connection and computing faciities, RSE visiable from PIC and testing this week
Mock tests this week

Data: Requesting CTA Simulations ongoing
Software: RUCIO, Grafana 

UC2 Data Reprocessing:
Infrastructure: 

CTA-RUCIO & computing @PIC – see above
CTADIRAC test cluster
First hurdle of a generic user that can use both to be tested soon 

Data: Requesting CTA Simulations ongoing
Software: RUCIO-DIRAC (work ongoing) & CTApipe (DL0-1)

UC4a Data Analysis:
Infrastructure: ESAP
Data: No request just simulate and add to ESCAPE-RUCIO
Software: gammapy not yet fully onboarded (but can be added to ESAP by hand), example notebook
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Conclusion

Use cases and tests outlined mirror the proposed setup of CTA
>1 nights worth of data taking
~1 years worth of reprocessing
Online analysis from science platform

Transfering simulated data from Nothern array site will hopefully yield 
valuable lessons
The ability to integrate tape and a WMS (eg DIRAC) are already CTA 
requirements – important test for RUCIO
Whilst missing some small steps, these use cases and tests represent 
ingestion of data to (re)processing to analysis

14/10/21 12


