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‣  Spectroscopic redshift (spec-z) v.s. Photometric redshift (photo-z)

Image from: http://spiff.rit.edu/classes/phys301/
lectures/doppler/doppler.html

Image from: https://ogrisel.github.io/scikit-learn.org/
sklearn-tutorial/tutorial/astronomy/regression.html

u g r i z

• Spec-z by spectroscopy

• Photo-z by broad-band photometry

• Photo-z by images

http://spiff.rit.edu/classes/phys301/lectures/doppler/doppler.html
http://spiff.rit.edu/classes/phys301/lectures/doppler/doppler.html
https://ogrisel.github.io/scikit-learn.org/sklearn-tutorial/tutorial/astronomy/regression.html
https://ogrisel.github.io/scikit-learn.org/sklearn-tutorial/tutorial/astronomy/regression.html


‣  Photometric redshift (photo-z) estimation as a classification 
problem supervised by spectroscopic redshift (spec-z)

Input image Network PDF output Label (spec-z)
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Bias 1: residuals as a function of spec-z or photo-z

SDSS z<0.4 
(Pasquet et al. 2019)

w.r.t spec-z 
(biased)

w.r.t photo-z 
(not guaranteed 
to be unbiased)

unbalanced 
distribution 

Residual = (z_photo - z_spec) / (1 + z_spec)



Bias 2: mode collapse

Histogram of spec-z 
Histogram of z at max P 
Histogram of P-weighted avg 
PDF stack

i.e., multiple z’s collapsed to a single estimate

z_photo = z at max P
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Metallicity (Wu et al. 2019) Mass of the Local Group (McLeod et al. 2017)

Star Formation Rate (Bonjean et al. 2019) Cluster Mass (Yan et al. 2020)

Biases exist in various classification 
& regression applications



Splitting the learning of representation and classification

EncoderInput Latent Vector 
(Representation) Estimator  Output

Representation Learning (all data) Classification (a near-balanced subset)

p(z |θ) = ∑
m

p(m |θ)p(z |m, θ)

Multi-channel outputs (redshift & r-band magnitude)



Corrections according to 
pre-estimated redshifts

Causes of biases due to 
data, model, etc.

Bias Cause Correction

Over-population-
induced residuals Over-density Construct near-

balanced subset

Under-population-
induced residuals Under-density Shift labels

Mode collapse Local over-confidence Use soft labels

p′�(zphoto |D) ∼ ∫ q(zphoto |zspec, D) p(zspec |D) dzspec

p′�′�(z′�photo |D) ∼ ∫ q̃(z′�photo |zphoto, D) p′�(zphoto |D) dzphoto

Bias correction procedure



Biases w.r.t spec-z are reduced by our method
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Bias 1: redshift-dependent residual

SDSS z<0.3



Photo-z

Correcting biases w.r.t photo-z
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- Biases w.r.t photo-z not compatible with biases w.r.t spec-z 
- First perform correction for spec-z then perform calibration for photo-z



Photo-z calibration for cosmological analysis

Photo-z
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r-band magnituder-band magnitude

for Euclid-like surveys
|Δz | < 0.002

Original 
Corrected w.r.t photo-z

SDSS CFHTLS-WIDECFHTLS-DEEP



Comparison with state-of-the-art results

Spec-z
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Spec-z

Pasquet et al. 2019 
Corrected w.r.t spec-z 
Corrected w.r.t photo-z

Treyer et al. (in prep.) 
Corrected w.r.t spec-z 
Corrected w.r.t photo-z

- Bias correction w.r.t spec-z



Comparison with state-of-the-art results (continued)

Photo-z
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SDSS CFHTLS-WIDE

Photo-z

Pasquet et al. 2019 
Corrected w.r.t spec-z 
Corrected w.r.t photo-z

Treyer et al. (in prep.) 
Corrected w.r.t spec-z 
Corrected w.r.t photo-z

- Bias correction w.r.t photo-z



- Two forms of biases. 

- Key 1: split the learning of representation and classification. 

• Redshift-dependent residuals 
   (Over-population-induced & under-population-induced) 
• mode collapse

• The representation potentially contains all required information 
(though biased). 

• Re-train the classification part for resolving biases or other needs. 
• Balance the number density of training data. 
• Adjust the target output (= shift & soften labels).

• First correct the biases w.r.t spec-z. 
• Calibrate for photo-z if needed.

• Combined with other photo-z methods. 
• Generalized to regression problems and used in other applications.

‣  Conclusion

- Prospect

- Key 2: Correct biases separately for spec-z and photo-z.
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Back-up slides





(Pasquet et al. 2019)







Correspondence between input space and output channels



• Divide the input space into two-dimensional (z, mag) cells. 

• Near-balanced subset: randomly select N instances in each cell (N <= Nth).

Correction of over-population-induced residuals: 
construct a near-balanced subset



Approximation: same labeling dispersion along z for each r-band magnitude.

• Model                 as Gaussians. Labels are given by  

• Fit with the histogram of spec-z and the histogram of pre-estimated photo-z.

Correction of mode collapse: introduce dispersion to labels

∫ q̃(z′�|z, D) δ(z |D) dzq̃(z′�|z, D)

Histogram of spec-z 
Histogram of photo-z 
Fitted Gaussian-dispersed PDF

Spec-z / photo-z

min
σ

{−pspec log(pphoto * N(0, σ))}
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Correction of under-population-induced residuals

• Extend the range.

z_init_min z_init_max

• Relocate the (soft) label according to the center-of-mass of the modified distribution.


