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Galactic cosmic rays: 
acceleration and transport

Recent progresses and some perspectives



The standard model of galactic cosmic ray
Cosmic-Ray sources 

• Cosmic Rays up to at least the knee are accelerated at high Mach supernova remnant 
shocks by the diffusive acceleration process (DSA). 

• The maximum CR energy is reached at the start of the Sedov phase. 

• The accelerated matter has a similar composition to solar system matter. 

Cosmic-Ray transport 

• CR propagate in the interstellar medium (ISM) diffusively.  

• CR secondaries produced by spallation reaction explain some elements 
overabundances (eg Li-Be-B) 

• The diffusive transport explains the high angular spectrum isotropy.

Drury et al 2001 SSR vol 99 329



Some (not exhaustive) new features
Spectral hardening around 200 GeV/N

AMS collaboration PRL 2018 120 021101

Spectral bump around 1 TeV

DAMPE collaboration Science adv 2018 5 3793

there may be different zones with different properties
dominating the emission at different wavelengths.

4.2. GeV–TeV Comparisons

Here we compare the GeV and TeV properties of SNRs to
test the second common assumption in SNR models: that
momentum distributions of the emitting particle populations do
not follow simple PLs but have curvature or breaks. Such
changes in spectral slope could also cause breaks in the γ-ray
spectra. As TeV emission may originate via the same processes
as the Fermi LAT-observed GeV emission (e.g., Funk
et al. 2008; Tibolla et al. 2009; Tam et al. 2010), we might
expect to see such a change reflected in a spectrum combining
Fermi LAT data with observations from IACTs such as
H.E.S.S., VERITAS, and MAGIC. The converse is also true,
where detection predictions in the GeV based on simple PL
extrapolation from the TeV have been borne out in GeV
studies, e.g., identifications of H.E.S.S. sources from Tibolla
et al. (2009) in 2FGL (Nolan et al. 2012) and Ackermann et al.
(2012b). As seen in earlier work on SNRs, particularly on those
not clearly interacting with dense gas such as RXJ1713.7
−3946 (Abdo et al. 2011) and Tycho (Giordano et al. 2012),
combining the TeV with the GeV observations significantly
constrains the nature of the high energy emission.

In Figure 15 we plot the PL index in the GeV versus TeV
range for all SNRs observed with both Fermi LAT and an
IACT, tabulated in Table 7. Of the 10 SNR candidates, 6 have
TeV indices that are softer than their GeV indices, while 3 have
GeV and TeV indices that are consistent with each other,
within statistical and systematic errors. The remaining inter-
acting candidate has a somewhat softer index at GeV energies
than at TeV. Such a hardening of the index from GeV to TeV
suggests that another particle population may dominate at
higher energies or that the emission mechanism may change
between the GeV and TeV regimes. The majority of the GeV
SNR candidates do not have measured TeV indices, as seen by

the ticks on the right of Figure 15, marking their GeV indices.
Yet many of these are hard: 12 candidates and 10 marginal
candidates have indices harder than 2.5, suggesting they may
well be observable by IACTs.
Of the GeV candidates with TeV observations, more than

half have possible spectral curvature or breaks at or between
GeV and TeV energies. Examples include IC443 (Abdo
et al. 2010g) with a break at GeV energies and the young SNR
RXJ1713−3946 (Abdo et al. 2011) with a change in spectral
slope near TeV energies. Such curvature also may explain the
lack of a simple correlation between GeV and radio PL indices,
as described in Section 4.1.3.
We note that, as the SNRs are not uniformly surveyed at

TeV energies, drawing conclusions about the high energy
properties of GeV SNRs requires a careful understanding of the
non-TeV observed SNR subsample. Improved TeV studies will
clearly provide a more robust comparison, and thereby a better
inference of the momenta and any spectral curvature or breaks
in the high energy particle population(s) in SNRs. Moreover,
TeV studies of SNRs where hadronic emission has been
established become crucial for determining the maximum
energy to which the hadrons, likely CRs, are accelerated. This
will help resolve the question of CR origins (see Section 5 for
further discussion).
We anticipate growth in this data set for individual,

particularly larger SNRs, and in the number of constraining
upper limits. For example, the large SNR Monoceros is
reported here for the first time with a probable GeV counterpart
of extension 2°.3. The relatively small fields of view for current
IACTs,  5°, and the difficulties in searching for sources larger
than the field of view, are both expected to be improved with
the advent of the Cherenkov Telescope Array (CTA), as well as
with better background subtraction techniques for existing
telescopes. In addition, we note that water-based Cherenkov
observatories such as the High-Altitude Water Cherenkov
Observatory (HAWC) have much larger fields of view,
instantaneously viewing ∼2π sr, and are thus well suited for
the study of large SNRs. The Galactic plane survey anticipated
for CTA (e.g., Dubus et al. 2013) and the Northern sky survey
expected from HAWC (e.g., Westerhoff 2014) could both
provide a more complete census of energetic SNR counterparts
and yield significantly constraining upper limits. In so doing,
they have the potential to measure or constrain underlying
particle populations and the maximum energies to which CRs

Figure 15. GeV index compared to published index measurements from
IACTs. The line corresponds to equal index values. The predominance of
SNRs below the line suggests spectral curvature, potentially reflecting a change
in the spectral slope of the underlying particle population(s’) index or indices.
The ticks represent the GeV candidates with indices in the range of those with a
TeV counterpart but with no TeV measurements themselves, demonstrating the
limitations of the data set. Symbols, colors, and error bars are the same as in
Figure 8.

Table 7
TeV Spectral Indices for GeV SNR Candidates

Name Index Reference(s)

G006.4−00.1 2.7± 0.2 Aharonian et al. (2008d)
G008.7−00.1 2.7± 0.1 Aharonian et al. (2006)
G023.3−00.3 2.5± 0.2 Aharonian et al. (2006)
G043.3−00.2 3.1± 0.3 Brun et al. (2011)
G049.2−00.7 2.4± 0.1 Carmona (2011)
G111.7−02.1 2.6± 0.2 Albert et al. (2007), Acciari et al. (2010)
G189.1+03.0 3.0± 0.4 Acciari et al. (2009)
G266.2−01.2 2.2± 0.2 Aharonian et al. (2007a)
G347.3−00.5 2.0± 0.1 Aharonian et al. (2007b)
G348.5+00.1 2.3± 0.2 Aharonian et al. (2008a)

Note. TeV indices reported for GeV SNR candidates, of which all pass the
more robust classification threshold (0.4).
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New observational results from direct or indirect 
measurements => standard paradigm has to include 
cosmic rays and magnetic fields feed backs in sources and 
transport problems.  

Chandra 4-6 keV Image of 
Tycho’s SNR

Eriksen + 2011

Tycho X-ray stripes and filaments

Eriksen et al 2011 ApJ 728 L28



Some hot topics 

• Source spectrum: (as, mi) 

• How to explain softer source spectra E-2.2/-2.4 ? 

• What is the nature of CR self-generated turbulence in sources ?   

• Where are the Pevatrons ?  

• Direct measurements: (as, ism, mi) 

• How to explain new CR features in the CR spectrum ?  

• How to explain anisotropy amplitude and phase properly ?  

• Indirect measurements: (ism, mi) 

• How to explain the gamma-ray gradient problem ? 

• Elemental anomalies: (as) 

• How to explain CR anomalies ? 22Ne, … 

Look for alternative sources  (as) (superbubbles, early supernova expansion , galactic centre), better understanding of ISM 
properties (ism), CR-turbulence microphysics (mi).   All these may question the standard model. 

Any of these items do have a definite explanation yet



Cosmic Ray acceleration at shocks 

• CR at shocks have strong non-linear feed backs:  

• CR carry a lot of current and pressure density, hence they trigger some instabilities and 
turbulence (X-ray stripes). 

• Shock acceleration is a multi-scale phenomenon (space plasma shocks have less 
dynamics) : this makes simulations very difficult. 

• However a series of problems have been addressed recently with some success using a 
panel of kinetic and or fluid simulations: 

• Particle injection  

• Instability driving and magnetic field amplification



Particle injection : obliquity effects
Particle-in-cell / hybrid simulations

The Astrophysical Journal Letters, 798:L28 (6pp), 2015 January 10 Caprioli, Pop, & Spitkovsky

Figure 4. Maximum shock inclination allowing a reflected ion to es-
cape upstream, as a function of the pre-reflection velocity, with δv =
(1, 1/

√
2, 1/

√
2)δv. The modulus of the minimum velocity necessary to es-

cape from a shock with ϑ ∼ 45◦ (green contour) is typically vinj ! 2.5–3.5Vsh,
corresponding to Einj ! 5–10Esh.

longer cold because they have experienced SDA, and have been
partially isotropized.

We can calculate the velocity that ions need for escaping
upstream by looking at the phase space for which X(τ ∗) = 0
has no solutions. Figure 4 shows ϑloss as a function of the pre-
reflection ion velocity, decomposed as in Equation (4). The
green contour indicates the velocity components that permit
reflected ions to escape from a DSA-efficient shock with
ϑ ≈ 45◦; the corresponding minimum injection velocity is
vinj ≡

√
v2

n + δv2|green ! 2.5–3.5, and the minimum injection
energy is Einj ! 5–10Esh, in good agreement with simulations
(Paper I); different orientations of δv return similar values.

Injection into DSA is suppressed for shocks with ϑ ! 45◦

because ions can escape very oblique shocks only with vinj ! 4
(Figure 4). The achievement of such velocities requires a few
more SDA cycles, and, since at every cycle ions have a finite
probability to pierce the shock barrier and to be lost downstream,
the fraction of ions that can achieve larger velocities becomes
increasingly smaller. Our results differ from those by Burgess
& Schwartz (1984), who assumed reflection in the shock frame
rather than in the DSF and found that for ϑ " 55◦ all the
reflected ions are injected.

4. A MINIMAL MODEL FOR ION INJECTION

We now construct a minimal model that accounts for the
observed: (1) periodic shock reformation, (2) fraction and
trajectories of reflected ions, and (3) ion spectrum above thermal
energies. Since we are interested in DSA-efficient shocks,
without loss of generality we consider ϑ ≈ 45◦, and M of a
few tens (magnetic field amplification effectively reduces MA
and Ms in the precursor of stronger shocks; see Paper II).

Inspired by simulations, we model the periodic shock refor-
mation by imposing the potential barrier to spend ∼25% of the
time in a “high” state with Ψos ≡ nos/4 ≈ 7/4, defined as the
overdensity at the density peak (the “overshoot;” see Figure 1),
and the rest of the time in a “low state,” with normalization
chosen such that ⟨Ψ⟩ = 1 when averaged over a period.4

4 Note that the barrier’s duty cycle is determined by the gyration of reflected
ions, and not by the exact value of Ψos ! 1.
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Figure 5. (a) Trajectories of test-particles impinging at random times on a
periodically reforming shock with M = 10 and ϑ ≃ 45◦ ± 2◦ (Section 4);
for each ion, t = 0 corresponds to the first shock encounter. Ions may either
not reflect (“Advected ions”), or experience SDA before ending up downstream
(“SDA ions”), or escape upstream after a few reflections (“Injected ions”). (b)
Post-shock ion spectrum for a parallel shock with M = 20. Our minimal model
(magenta symbols) perfectly matches the spectrum obtained in simulations
(solid line).

We calculate the trajectories of test-particle ions impinging
on the shock at random times (Equation (7)), performing a
specular reflection (Equation (6)) whenever ions reencounter
the shock with normal velocity too small to penetrate the barrier
(Equation (12)). Figure 5(a) shows the displacement from the
barrier of several ions impinging at t = 0 on a shock with
M = 10, and inclination ϑ = 45◦ ± 2◦. We recover the
populations of Section 2, now labeled as: (1) “advected ions”
(∼75% of the total), which impinge on the shock when the
barrier is in the low state, and remain trapped downstream; (2)
“SDA ions” (∼20%), which end up in the downstream after
having crossed the barrier once or twice, gaining a factor of a
few in energy in the process; (3) “injected ions” ("4%), which
escape upstream after two to four reflections, and would enter
DSA in a full simulation in the presence of upstream scattering.

By using the approach put forward by Bell (1978), we
also calculate the ion spectrum in the supra-thermal region.
If the fractional energy gain at each acceleration cycle is
E ≡ Efin/Ein − 1, with Ein(Efin) the initial (final) energy, and the
probability of leaving the acceleration region is P , the expected
particle spectrum reads

f (E) ∝ E− 1− γ ; γ ≡ − ln(1 − P)
ln(1 + E)

. (13)

If P, E ≪ 1, then γ ≃ P/E ; for relativistic particles E ≃
P ≃ Vsh/c, and one gets the universal DSA ion spectrum
f (E) ∝ E− 2, while for non-relativistic particles E ≃ 2Vsh/v
and P ≃ Vsh/v, so that f (E) ∝ E− 1.5. The energy gain E
is independent of the acceleration mechanism (SDA or DSA).
Instead, the probability of leaving the acceleration region is
insensitive to the shock discontinuity for DSA ions, but is

4

Ion injection for a Mach 10 shock, and obliquity angle 45o 

Caprioli et al 2015 ApJ 798 L28

• Ion injection:  strong effect of magnetic field obliquity, injection drops above 60o 

DSA at oblique shocks 3

Table 1. PIC Simulation Parameters

Name

✓B

in/out-of plane MA Vsh/c �p Ninj/N0 Uinj/Ush

PIC01 65 in-plane 20 0.133 1 0 0

PIC02 65 out-of-plane 20 0.133 1 2.8 ·10�6 5.8 ·10�5

PIC03 60 in-plane 20 0.264 1 2.8 ·10�6 6.4 ·10�5

PIC04 60 out-of-plane 20 0.264 1 1.3 ·10�5 2.5 ·10�4

PIC05 60 out-of-plane 30 0.264 1 4.3 ·10�5 5.5 ·10�4

PIC06 60 out-of-plane 30 0.133 1 9 ·10�5 1.1 ·10�3

PIC07 60 in-plane 20 0.133 1 8.4 ·10�6 1.3 ·10�4

PIC08 60 out-of-plane 20 0.133 1 6.5 ·10�5 8.9 ·10�4

PIC09 60 out-of-plane 20 0.133 10 3.7 ·10�5 5.7 ·10�4

PIC10 60 out-of-plane 20 0.133 0.1 3.3 ·10�5 4.5 ·10�4

PIC11 55 in-plane 20 0.133 1 4 ·10�4 4.2 ·10�3

PIC12 55 out-of-plane 20 0.133 1 4.1 ·10�4 4 ·10�3

PIC13 50 in-plane 20 0.133 1 2.7 ·10�3 0.02

PIC14 50 out-of-plane 20 0.133 1 2.6 ·10�3 0.018

PIC15 45 in-plane 10 0.133 1 0.016 0.086

PIC16 45 in-plane 20 0.133 1 0.013 0.068

PIC17 45 out-of-plane 20 0.133 1 0.022 0.12

Note—PIC Simulations set-ups. Listed are: the shock obliquity, in-plane or out-of-plane cases, the shock speed, the Alfvénic
Mach number, MA, the plasma parameter �p The ion injection density and energy density fractions are reported in the last two
columns (see section 3.1.2 for details).

Figure 1. Sketch of the shock simulation setup geometry.

The large scale upstream magnetic field, B0, makes
an angle ✓Bn with the shock normal (or positive x-
direction) and ' with the simulation plane. Simulations
where ' = 0o and ' = 90o refer to as in-plane and out-

of-plane, correspondingly. Shock simulations are per-
formed in 2D3V configuration which follows two spatial
coordinates and all three components of the particle ve-
locities and electromagnetic fields. Therefore the adi-
abatic index is � = 5/3 and the expected compression
ratio is about 4. The resulting shock speed either equals
vsh = 0.263c or 0.133c in the upstream reference frame.

The Alfvén velocity is defined as vA = B0/
p
µ0⇢ with

⇢ =
p
Neme +Nimi, where µ0 is the vacuum perme-

ability, Ni and Ne are the ion and the electron number
densities. The sound speed reads cs = (�kBTi/mi)1/2,
where kB is the Boltzmann constant and Ti is the ion
temperature assumed to be equal to the electron tem-
perature defined as kBTi = miv2th/2, where vth is de-
fined as the most probable speed of the upstream plasma
particles in the upstream reference frame. The plasma
beta parameter is �p = 2µ0NikBTp/B2. The Alfvénic,
MA = vsh/vA, and sonic, Ms = vsh/cs =

p
2/��pMA,

Mach numbers of the shocks are defined in the conven-
tional upstream reference frame. We list in Table 1 the
parameters �p and MA, then Ms can easily be deduced.
The ratio of the electron plasma frequency, !pe =p
e2Ne/✏0me, to the electron gyrofrequency, ⌦e =

eB0/me, is in the range of !pe/⌦e = 10.6� 21.2. Here,
e is the electron charge, and ✏0 is the vacuum permit-
tivity. The electron skin depth in the upstream plasma
is constant for all runs and equals �se = 8�, where �
is the size of grid cells. The ion skin depth is defined as
�si =

p
mi/me�se. The spatial scale are given in terms

of the ion upstream gyroradius, rgi = mivsh/(eB0). The
simulation time-step is �t = 1/16!�1

pe . The time scales
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Figure 3. The upstream ion spectra for runs with vsh/c = 0.133, MA = 20 and �p = 1. Left panel shows in-plane simulations,
right panel includes out-of-plane runs. Spectra are calculated for the region x�xsh = (2�7)rgi ahead of the shocks and averaged
in time at least over 5⌦�1

i .

formed with out-of-plane magnetic field configuration
usually characterized larger fractions of injected ions
compared to in-plane cases because of more coherent
overshoot structure and consequently better conditions
for DSA process.
The ion injection e�ciency is di↵erent for simula-

tions with vsh/c = 0.264 and vsh/c = 0.133 and the
same other parameters (runs PIC03-PIC05 and PIC06-
PIC08). In both cases ions should have the same
runaway velocity along x-axis, which implies that the
normalised injection energy "inj/"sh ⇡ 10 in slower
shocks (runs PIC06-PIC08), while for faster shocks (runs
PIC03-PIC05) the normalised injection energy is sig-
nificantly larger "inj/"sh ⇡ 17. This di↵erence is due
to relativistic correction, therefore some extra energy
(60% for faster shocks and 10% in slower shocks) com-
pared to fully nonrelativistic case is needed to achieve
the same runaway velocity. To achieve higher energies
ions should go through larger number of SDA cycles,
therefore smaller amount of ions is injected. In fact,
cases with vsh/c = 0.133 are very close to fully nonrel-
ativistic shocks, where all ions are nonrelativistic, and
obtained results can be directly applied for SNR shocks.
Simulation which di↵er only by the upstream plasma

beta �p or Alfvénic Mach number MA do no demon-
strate clear correlation with these parameters.

3.1.3. An ion injection model

As it was discussed in (Caprioli et al. 2015) ions are ac-
celerated through multiple SDA cycles and then achiev-
ing high enough velocity can escape the shock becoming
injected ions. During an SDA cycle an ion is reflected
back upstream with conservation the kinetic energy (if
considered in the shock reference frame), then gyrating

Figure 4. The normalised energy of injected ions at the
shock upstream: red dots are PIC simulation results, blue
dots represent the ion injection model based on ion acceler-
ation via multiple DSA cycles, dashed blue line is the best
fit to the injection ion model (F (✓Bn)). Green line is the
critical Alfvénic Mach number, MA,cr = (F (✓Bn))

�0.5.

in the shock upstream the ion is accelerated by motional
electric field. The energy change can be estimated as
AM: for cycle n

�"SDA,n = eE0�ln (1)

where �ln / rg,n = pi,n/(eB0) and E0 = vshB0 sin ✓Bn.
Therefore the ion kinetic energy after (n+1) SDA cycle
can be defined as

"SDA,n+1 = "SDA,n + ↵cvshmi

p
�2
n � 1 sin ✓Bn (2)

For each ✓Bn we calculate how many SDA cycles are
needed to achieve necessary runaway velocity of vx =
1.6vsh. Knowing the escape probability, which is 75%

AJ van Marle et al in prep

Black: energy density in injected ions / 
kinetic shock energy density as function of 
MF obliquity for M=20. 

Green: critical Alfvenic Mach necessary for 
ions to start DSA as function of magnetic 
obliquity

C+15
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Figure 7. SEDs for a simulations with plasma-�p=1 and
varying Alfénic Mach numbers. At MA = 20, we see no
significant acceleration through DSA. However, for higher
Mach numbers, the DSA does occur.

Figure 8. SEDs for di↵erent plasma-�.

3.2.2. High Alfvénic Mach number runs

In a second series of runs (PICMHD04-07) we inject
flows at high Alfvénic Mach numbers (� 30). This
regime is not accessible to PIC simulations (at least for
a reasonable computational and time resources). We
do this by changing the magnetic field strength. The
other parameters remain the same, including the injec-
tion rate, which is fixed at 1 ⇥ 10�4, because the PIC
simulations showed that there is no strong dependence
of the injection rate on the Mach number. AM: bet-
ter also to advance a more physical argument
because this is a key point.
As is shown in Fig 7, the shape of the SED changes

strongly between MA = 20 and MA = 30. The spec-
trum develops a high-energy tail that extends further

Figure 9. SEDs for di↵erent simulations with ⇥B = 55 and
60 degrees. Both show DSA, but the 55 degree model lacks
the ”bump” created by shock surfing.

Figure 10. SEDs for di↵erent simulations with ⇥B = 55
and 60 degrees. Both show DSA, but the 55 degree model
lacks the ”bump” created by shock surfing.

for higher Mach numbers. This matches the prediction
obtained from Fig. 4 that for Alfvénic mach numbers
higher than the critical one (for an obliquity angle of
60o the critical Alfvénic Mach number is around 50),
the injection rate would be su�cient to trigger instabil-
ities in the upstream medium.
For comparison we include a simulation (PICMHD05B)

with the magnetic field going out of the plane of the sim-
ulation, rather in the plane. As shown in Fig. 6, the
simulation with the magnetic field out of the 2-D plane
shows no sign of DSA.

3.2.3. Investigation of plasma beta e↵ects

The e↵ect of varying plasma-� is demonstrated
in Fig. 9, which shows the SEDs for simulations

Spectral energy distribution at the shock front 
for an obliquity of 60o 

DSA occurs above M~50 
(combining PIC and MHD) but based on 
injection rates provided by PIC simulations.

electron injection (see back up)



Magnetic field amplification

• The dominant instability depends on the shock Alfvenic Mach number 

Particle-in-cell/hybrid/magnetohydrodynamics

Low Mach shocks : resonant streaming (see A.Marret’s talk) 
instability (F(k) ~ k-1)

High Mach shocks : non-resonant streaming instability, magnetic field 
amplitude is higher

The Astrophysical Journal, 794:46 (12pp), 2014 October 10 Caprioli & Spitkovsky

Figure 5. Top panel: magnetic field upstream of the shock at t = 200ω−1
c , for different Mach numbers as in the legend. Btot(x) is averaged over 200 c/ωp in

the transverse size and over 20ω−1
c in time, in order to smooth time and space fluctuations. Bottom panel: total amplification factor, averaged over a distance

∆x = 10 MAc/ωp ahead of the shock, as a function of the Alfvénic Mach number (red symbols). The dashed line corresponds to ⟨Btot/B0⟩2 = 0.45 MA, and represents
the prediction of resonant streaming instability (see Equation (2), with ζcr = 0.15).
(A color version of this figure is available in the online journal.)

by the line with symbols in the bottom panel of Figure 6)
between the two vertical lines indicating modes resonant with
ions with E = Esh (dashed) and with E = Emax ∼ 300Esh
(dot-dashed). We adopt a loose definition of resonance between
particles with energy E and modes with wavenumber k, namely
krL(E,B0) ∼ 1, which ignores that the local field may be
different from B0, and that only the component of p ∥ B matters
for resonant interaction. F(k) deviates from the ∝ k−1 trend for
k ! 1/rL(Esh) and for k " 1/rL(Emax), because of the lack of
resonant ions in the precursor.

Besides the normalization, which is directly related to the
different magnetic field strength in the precursor and behind the
shock, F(k) has a similar shape throughout the simulation box
(see different curves in Figure 6). The far upstream cyan curve
shows a high-k steepening at a wavenumber resonant with ions
with ∼ 10 Esh rather than with Esh, consistent with the fact that
low-energy CRs do not make it far upstream.

Let us consider now the case of a stronger parallel shock
with M = 80 (Run D), where magnetic field amplification is
more efficient. The power spectrum F(k) at t = 500ω−1

c is
shown in Figure 7. The biggest difference with respect to the
M = 20 case is that F(k) is more than a factor of 10 larger in the
precursor (magenta curve). Since F ∝ (Btot/B0)2, such a result
is consistent with the measurements of magnetic amplification
in Section 3 (see Figure 5). Most of the energy in magnetic
turbulence is still at wavenumbers resonant with accelerated
particles (between the vertical lines); however, the peak in F(k)
is not exactly at krL(Emax, B0) ∼ 1, but at a slightly higher k.
This is just the effect of the actual field in the precursor being
few times B0, and is consistent with most of the energy being
in waves resonant with highest-energy ions, as for M = 20.
Instead, the peak in the wave spectrum in the far upstream (cyan

Figure 6. Top panel: transverse (self-generated) component of B for a M = 20
parallel shock at t = 2000ω−1

c (Run B). Bottom panel: power spectrum of B⊥
as a function of wavenumber k. The color code matches corresponding shock
regions. The vertical dashed and dot-dashed line indicate modes resonant with
ions of energy Esh and Emax ∼ 300Esh, respectively. Symbols correspond to
F(k) ∝ k−1, i.e., the spectral energy distribution produced by a ∝ p−4 CR
distribution via resonant streaming instability.
(A color version of this figure is available in the online journal.)
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M=20

Caprioli & Spitkovsky 2014 ApJ 794 46 (hybrid method) 
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Figure 7. As in Figure 6 for a parallel shock with M = 80, at t = 500ω−1
c , when

Emax ≈ 100Esh (Run D). The magnetic field is significantly more amplified
than in the M = 20 case, with F(k) in the precursor a factor of about 10 larger
than in Figure 6. Note that the resonance at Emax (dot-dashed line) is calculated
in B0: accounting for the amplified field would shift the resonance at higher k.
(A color version of this figure is available in the online journal.)

curve in Figure 7) is at wavenumbers a factor of two to three
larger than in the precursor (magenta curve): such an effect
cannot be ascribed to the local magnetic field being much larger
than B0, but rather contains information about the nature and the
evolution of unstable modes in the far upstream, as we comment
in Section 5.

4.1. Resonant Streaming Instability

In order to understand how magnetic energy is distributed in
wavelength, we consider the stationary equation for the growth
and transport of magnetic turbulence in the upstream fluid (see,
e.g., McKenzie & Völk 1982):

∂ε(k, x)
∂x

= u(x)
∂F(k, x)

∂x
+ σ (k, x)F(k, x) , (4)

where ε(k, x) and F(k, x) are the energy flux and pressure per
unit logarithmic bandwidth of waves with wavenumber k, and
σ (k, x) is the rate at which the energy in magnetic turbulence
grows. In Equation (4) we have not explicitly included the
damping of magnetic modes, which is inferred to heat the
precursor up, keeping magnetic and gas pressure in equipartition
(see Section 6.1 in Paper I); therefore, our formulas describing
the level of magnetization inferred in simulations effectively
include wave damping. The growth rate of Alfvén waves
produced by resonant streaming instability reads (e.g., Skilling
1975b; Bell 1978; Achterberg 1983):

σ (k, x) = 4π

3
vA

Pw,0F(k, x)

[
p4v(p)

∂f (x, p)
∂x

]

p=p̄k

, (5)

where Pw,0 = B2
0/(8π ), f(x, p) is the isotropic part of the

local ion distribution, and p̄k = mωc/k is the resonance

condition. Quantities are measured in the shock frame, where
stationarity is achieved (see Caprioli et al. 2009b for the solution
of Equation (5) in the presence of efficient CR acceleration).
Assuming equipartition between electromagnetic and kinetic
energy density in the waves, we have ε(k, x) ≈ 2uF(k, x) and
we can rewrite Equation (4) as

u(x)Pw,0
∂F(k, x)

∂x
= vA

∂P(p̄k, x)
∂x

, (6)

where P(x, p) expresses the pressure in CRs per unit logarith-
mic momentum bandwidth, i.e.,

Pcr(x) = 1
3

∫
dp4πp2v(p)pf (x, p) ≡

∫
dp

p
P(p, x) . (7)

Neglecting the shock modification in the precursor (i.e., taking
constant fluid and Alfvén velocity) and assuming that both P
and F vanish at upstream infinity, integration of Equation (6) is
straightforward and returns

Pw,0F(k, x) = vA

u
P(p̄k, x) . (8)

Finally, integrating Equation (8) over resonant k and p gives
Equation (1). Equation (8) states an important fact: the spectral
energy density in magnetic turbulence excited via resonant
streaming instability is proportional to the energy density in
CRs at the corresponding resonant momenta. For a f (p) ∝ p−4

spectrum of non-relativistic (v = p/m) particles, P(p) ∝ p,
and most of the energy is at the highest momenta; therefore,
the corresponding wave spectrum is expected to be F(k) ∝ k−1

in the shock precursor2. The agreement between such a ∝ k−1

trend and the wave spectrum in the CR precursor for our M = 20
run is remarkable (compare the magenta curve with the symbols
in the bottom panel of Figure 6). The scaling is less evident for
the M = 80 case (Figure 7) where the CR spectrum is steeper
than p−4 because the non-thermal tail is not yet fully developed
(see Paper I).

The good agreement of simulations with the scaling δB/B0 ∝√
MA (Equation (2)) suggests that some form of resonant

streaming instability should be prominent in CR precursors of
SNR shocks. However, it is not entirely obvious whether the
Alfvén velocity in Equation (8) should be calculated with B0
even in the nonlinear regime. PIC simulations in periodic boxes
showed that the Alfvén velocity grows proportionally to the
magnetic field in the nonlinear stage of the instability (Riquelme
& Spitkovsky 2009), and the enhanced phase velocity of self-
generated modes may play an important role in explaining the
steep ion spectra observed in γ -ray bright SNRs (Caprioli 2011,
2012). Simulations presented here are not conclusive in this
respect: longer runs of strong shocks are needed to convincingly
claim a (possible) steepening of about 10%–20% in the CR
spectral slope with respect to the canonical value of 4.

Finally, we point out that the magnetic spectrum has non-
negligible power even at scales !rL(Emax): in Figure 7, F(k) !
0.1 for 1/rL(100Emax) " k " 1/rL(Emax). These modes may
either be driven by escaping ions with energy larger than Emax,
or be the signature of a large-wavelength instability, like the

2 Note that, in the relativistic regime where v ≃ c, a CR spectrum
f (p) ∝ p−4 would correspond to constant energy per momentum decade, and
in turn to a F(k) flat in wavenumber.
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Figure 5. Energy spectra of non-thermal particles injected at energy
Einj/mic2 = 4 × 10−5. The various spectra correspond to simulation dis-
played in Figs 2–4. A non-thermal tail is forming in the late stages of the
simulation tending to a power-law spectrum in agreement with a diffusive
shock acceleration process.

progresses particle distribution broadens. Beyond t = 350ω−1
c a

high-energy tail appears and tends to form a power law whose in-
dex is in agreement with diffusive shock acceleration theory, namely
f(E) ∝ E−3/2, where E is the kinetic energy of the particles. In our
simulation, the tail formation stalls beyond t = 600ω−1

c mainly due

to the deformation of the shock front leading to a deficient particle
injection.

Finally, we have performed a simulation without any AMR refine-
ment while setting all the computational domain to the most refined
level. With such settings, we have basically recovered all the results
from the previous simulation. In Fig. 6, we plot in dashed line the
power spectrum of the transverse magnetic fluctuations obtained in
the case where no AMR grid is triggered: the downstream magnetic
spectrum is recovered and the same dominant mode of the turbu-
lence is present in each phase of the simulation. Such a test proves
that the use of an AMR grid is suitable to perform PI[MHD]C sim-
ulations and even recommended for future applications requiring a
much larger computational domain.

3.3 Higher Mach number simulations

We repeat above simulations for an increased Alfvénic Mach num-
ber (MA = 300), which corresponds more closely to the type of
shock expected of the early phase of a supernova remnant expan-
sion into the interstellar medium (ISM). Higher Mach numbers
are achieved by increasing the velocity of the thermal fluid by an
order of magnitude. The initial velocity of newly injected parti-
cles is increased by the same amount. In order to keep the other
quantities (density, magnetic field strength) identical, we also

Figure 6. Transverse magnetic power spectrum and CR current along the mean magnetic field in both upstream and downstream media. Upper panels
correspond to an early stage of the simulation corresponding to Fig. 2, while lower panels stand for a later stage corresponding to Fig. 4. Let us note that
the red dashed line in both power spectrum plots corresponds to the upstream spectrum obtained by performing the same simulation but without any AMR
refinement/coarsening, namely by setting the entire grid at the highest resolution. The relatively good agreement between upstream spectra shows that the use
of AMR MHD is suitable to depict the CR/magnetic field/thermal plasma interaction.
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CR sources : Still some numerical challenges
• A great challenge is to address the feed back of high energy particles over the shock structure in multi-D 

simulations. 

• shock corrugation effects by CR-driven turbulence : obliquity and injection rates are space and time-
dependent. 

 

3-D NRS instability near astrophysical shocks 3

Figure 1. Magnetic field strength and thermal plasma density at four consecutive moments in time, showing the development of a
filamentary instability in the upstream medium as well as the distortion of the shock front. Initially, (t=405 !�1

c , upper left panel) the
structure in the magnetic field seems random and the thermal gas density remains undisturbed. However, over time (t=540, 675 and
810 !�1

c ) the disturbance in the upstream magnetic field forms filaments and the thermal gas density follows. The downstream magnetic
field becomes highly turbulent. Owing to the varying pressure, the shock front becomes distorted

the thermal plasma and the magnetic field, whereas the non-
thermal component is calculated using the PIC method. The
interaction between the two components is taken into ac-
count through a modified version of Ohm’s law,

c E = �
�
(1 � R) v + R upart

�
⇥ B (1)

with c, the speed of light, E the electric field, v the velocity
of the thermal plasma, upart the average velocity of the
supra-thermal particles, B the magnetic field and R the
ratio of the supra-thermal particle charge density to the
total charge density (R ⌧ 1). MHD momentum and energy
equations also consider contributions from the non-thermal
population leading to a global momentum and energy
conservation. The gas is considered to be non-collisional
and the only interaction between the non-thermal particles
and the thermal gas is through the electro-magnetic field.

We use the same code described in Paper 1, which
is based on the MPI-AMRVAC code (van der Holst et al.
2008; Keppens et al. 2012). This is an MPI-parallel,
fully conservative code that uses the OCTREE (Shephard
& Georges 1991) adaptive mesh system to dynamically
adapt the grid resolution. Onto this code we have added a

module that calculates the motion of charged particles in
an electro-magnetic field using the Boris-pusher (Birdsall
& Langdon 1991). The influence of the charged particles
on the thermal gas is accounted for through the modified
conservation equations described by Bai et al. (2015);
Mignone et al. (2018); Amano (2018) and Paper 1. This
method allows for a self-consistent interaction between the
particles and the thermal gas while conserving momentum
and energy. In order to ensure that the magnetic field
remains divergence-free throughout the simulation we
have implemented the constrained-transport method as
described in Balsara (1998); Balsara & Spicer (1999).

2.2 Corrugated shock capture procedure

In the simulations shown in Paper 1 we injected the particle
along a straight line, perpendicular to the flow. The posi-
tion of this line was determined by the x-coordinate (here-
after the coordinate along the shock normal) of the highest
density gradient, which was assumed to coincide with the
location of the shock. However, once the shock becomes cor-

MNRAS 000, 1–11 (2017)

3-D NRS instability near astrophysical shocks 5

Figure 2. Magnetic field strength relative to the initial magnetic field strength B0 (top), relative density of the non-thermal particles
compared to the thermal gas (middle), and thermal gas density relative to the initial upstream thermal gas density ⇢0 (bottom) at same
moments in time as in Fig. 1. Each figure shows a cut through the simulation box along the yz-diagonal. Note that his image shows a
zoom-in on the shock. The actual simulation box extends along the x-axis from �96 to 96Rl .

Figure 3. Left: Magnetic power spectrum in both the upstream and downstream media as a function of the parallel wave vector k.
Right: Parallel cosmic-ray current as a function of the distance to the front shock. Here x!pi/c = xvinj/RlVA with vinj = 3 ⇥ MAVA, so
the figure covers the area from x = �22.2Rl to +22.2Rl . The upstream spectrum peaks at k ⇠ 0.02!pi/c which is in agreement with the
expected maximal wave vector growth value from the non-resonant streaming instability, namely kmax = JCR, k/2B0.

MNRAS 000, 1–11 (2017)

2D slices of 3D simulations3D simulations (up): magnetic field (down) gas density

AJ van Marle et al MNRAS 2019 490 1156

• One difficulty is to re-evaluate the 
injection including now large scale (HE 
CR Larmor radii)  turbulent 
perturbations in 2D-3D configurations. 

• Then,  derive a self-similar CR 
spectrum building, and maximum 
energy increases with time. 

• We also need to properly account for 
HE CR escape upstream. 



Solutions to derive Emax ? 
Emax still out of reach using first principles simulations. We have to rely on other methods combining MHD and kinetic Eqs.  

Examples of alternative CR sources.  

• Young supernova remnants and supernovae [MHD+solving 1D Fokker-Planck Eq in spherical geometry] 

• Faster shocks (10 000 km/s) moving in dense circum-stellar winds (instability growth time reduced)

 
• Massive star clusters (MSC)  

[semi-analytical solutions of diffusion-convection Eqs]

8 T. INOUE et al.
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FIG. 8.— Panel (a): density structure normalized by ρ(r0) for Model 1.
Different colors show different snapshot times. Panel (b): magnetic field
strength around the shock front at t = 6.0 day (orange). The initial structure
is plotted as a purple line for a reference. Dotted line shows shock position.
Panel (c): same as Panel (b) but for t = 10.0 day. Panel (d): same as Panel (b)
but for t = 14.0 day.
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FIG. 10.— CR spectra of Model 1 around the shock front. To cal-
culate spectra, the CR distribution function f0 is spatially averaged from
r = rsh to rsh − 50∆r. The resulting spectra at t = 14.0 day is well fitted
by f0 ∝ p−4 exp{−(pc/Ecut)2} (see §2.6 for the fitting methodology) with

Ecut = 2.6× 1015 eV, which is plotted as black line.

Model 1 around the shock front, exhibiting more energetic
particles than Model 0. The fitting of the spectrum at t = 14.0
day shows that Ecut = 2.6×1015 eV, almost reaching the knee
energy. Even at t = 7.0 day, Ecut = 1.3×1015 eV, roughly twice
larger than that of Model 0 10.

To make it clear the effect of the NRH instability, we have
performed a simulation without the NRH instability as Model
8, which is done by artificially setting j(CR)

r = 0. From a fit-
ting of the resulting CR spectrum at t = 14.0 day, we obtain
Ecut = 1.6×1014 eV. Given that the upstream magnetic field is
amplified by an order of magnitude in Model 1, a factor ∼ 10
larger Ecut in Model 1 than that of Model 8 is reasonable.

3.2. Model 2: Smaller Initial δB Case

In Model 2, we study a model with smaller initial δB, but
the same Br as Model 1. Since the original NRH instability
assumed a coherent background magnetic field (Br ≫ δB), it
is meaningful to study such a case. Figure 11 is composed

10 At t = 14 day, the blast wave shock is propagating at r ≃ r0 + vsh t ≃
2.7×1015 cm, which can be larger than the spatial extent of the CSM created

by the high Ṁ wind (a few times 1015 cm). If so, the maximum energy
obtained in Model 1-8 would be limited by the spatial extent of the dense
CSM.

Case of core-collapse SN in a red super-giant wind:  

> PeV (CR knee) energies can be reached after one week, needs enhanced mass loss 
rates (10-3 sol mass/year) prior to the explosion.   Inoue et al 
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confinements) are not unrealistic, although a self-consistent model computing � from
first principles and accurately accounting for the backreaction of the particles on the
perpendicular transport remains to be developed.

Whenever the shell efficiently enhances the confinement, the particles reaccelerated
at supernova remnants stay inside the superbubble in such a way that the interior is
characterised by a homogeneous concave spectrum which converges toward the asymptotic
solution discussed in Chapter 5. Eventually, one notices that low energies are screened
below 1 GeV because of the enhanced losses suffered within the dense shell.

6.5 Superbubble contribution to galactic cosmic rays

Let us provide a first estimate of the contribution of superbubbles enclosed by super-
shells to galactic cosmic rays. The differential flux of particles reaching the Earth from

• Higher energies (up to 100 PeV): Hillas criterium including magnetic 
turbulence generation in the MSC (Bykov et al 2001 SSR 99 317) 

• The CR spectrum shows a strong intermittency depending on: time, 
stellar content.
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Cosmic Ray sources : perspectives for the next decade

• Continue on the development of simulation ressources (exascale initiative). 

• CR dynamics at sources : needs for new numerical schemes (combining PIC and MHD 
on a grid ?). 

• Strengthen the links with space plasmas (PNST) and laser plasmas communities (code 
techniques sharing, laboratory tests of particle acceleration with accurate 
diagnostics).  (support, common meetings @ SF2A) 

• Multi-wavelength/messengers: constrain microphysics parameters. 



Transport in the interstellar medium
• CR feed back through self-generated turbulence occurs at different scales.  

• in sources (see before) 

• « close » to sources  

• at galactic scales 

• as ionizing particles  

• Impact over CR phenomenology (see back up)



Propagation close to sources

A reduced diffusivity to account to fit phenomenological models (CR intermittency). 

• Gamma-ray halos around pulsars 

• CR halos around SNR or massive star clusters (see back up).



Gamma-ray halos around pulsars

spinning neutron star (pulsar) that produces a wind of electrons and positrons that are 
further accelerated by the surrounding shock with the interstellar medium (ISM). There are 
a handful of known pulsars that are both close enough to be candidate sources and 
sufficiently old for the highest energy positrons to have had time to arrive at Earth (7; 8). 
Nearby dark matter particle interactions could also produce positrons (9). Both PWNe and 
dark matter sources should also produce gamma rays that could potentially be observed 
coming from the sources, unlike positrons (whose paths are deflected by magnetic fields). 
 
Recently, the High-Altitude Water Cherenkov Observatory (HAWC) collaboration reported 
the detection of tera-electron volt gamma rays around two nearby pulsars, which are 
among those proposed to produce the local positrons (10). HAWC is a wide field-of-view, 
continuously operating detector of extensive air showers initiated by gamma rays and 
cosmic rays interacting in the atmosphere (11). The angular resolution improves from 1.0° 
to 0.2° with the size of the air shower. HAWC is the most sensitive survey detector above 
10 TeV and is well suited to detecting nearby sources, which would have a greater angular 
extent. Operation of the full detector began in March 2015, and the data set presented 
here includes 507 days, as described in (11). 
 
Tera-electron volt gamma-ray emissions from the pulsars Geminga and PSR B0656+14 
were found in a search for extended sources that was performed for the HAWC catalog, 
in which these two pulsars have the designations 2HWC J0635+180 and 2HWC 
J0700+143 (10). By fitting to a diffusion model (12), the two sources were detected with a 
significance at the pulsar location of 13.1 and 8.1 standard deviations (σ), respectively 
(Fig. 1A). The tera-electron volt emission region is several degrees across which we 
attribute to electrons and positrons diffusing away from the pulsar and upscattering the 
cosmic microwave background (CMB) photons. Geminga was previously detected at tera-
electron volt energies by the Milagro observatory, with a flux and angular extent consistent 
with the HAWC observation but with lower statistical significance (13). Here we show that 
the HAWC observation of the spectral and spatial properties of these sources can be used 
to constrain their contribution to the positron flux at Earth (Fig. 1B). 

 
 

Fig. 1: Spatial Morphology of Geminga and PSR B0656+14. (A) HAWC significance map (between 1 and 
50 TeV) for the region around Geminga and PSR B0656+14, convolved with the HAWC point spread function 
and with contours of 5σ, 7σ, and 10σ for a fit to the diffusion model. R.A., right ascension; dec., declination 
(B) Schematic illustration of the observed region and Earth, shown projected onto the Galactic plane. The 
colored circles correspond to the diffusion distance of leptons with three different energies from Geminga; for 
clarity, only the highest energy (blue) is shown for PSR B0656+14. The balance between diffusion rate and 
cooling effects means that tera-electron volt particles diffuse the farthest (Fig. S1). 
  

The value of D100 derived from our HAWC observations (4.5±1.2 × 1027 cm2 s−1) is smaller 
by a factor of about 100 than those considered in previous models of electron diffusion 
into the local ISM (5; 6; 7; 8; 24). These other models assumed that D was similar to the 
value inferred from hadronic cosmic rays, which may not be applicable to positrons in the 
local ISM. Spatial inhomogeneities are possible (25), and such a low D could arise from 
additional effects of turbulent scattering (26; 27), for example. Because the angular extent 
of the TeV source is proportional to √𝐷100, a diffusion coefficient larger by a factor of 100 
would result in an angular extent for the source that is larger by a factor of 10, and a 
surface brightness for the same total flux that is smaller by a factor of 100. This would 
make these two sources undetectable by HAWC.  

 
 
Fig. 2: Surface brightness of the tera-electron volt gamma-ray emission. Surface brightness is shown as 
a function of the distance from the Geminga pulsar (A) and PSR B0656+14 (B). The solid line represents the 
best fitting model with a common diffusion coefficient, and the shaded band is the ±1σ statistical uncertainty. 
Error bars are statistical. The distance from each pulsar in parsecs is calculated based on nominal distances 
of 250 and 288 pc for Geminga and PSR B0656+14, respectively (14). 
 
To calculate the positrons that have diffused to Earth, the history of the pulsar’s emission 
must be included because the lifetime of sub-tera-electron volt positrons in the ISM can 
exceed that of the pulsar. Assuming that a pulsar is a pure dipole radiator and hence has 
a braking index of 3, its luminosity L at a time t after its birth is predicted to vary as 
L=L0(1+t/W)-2. We take the characteristic initial pulsar spin-down timescale (W) of 12,000 
years for Geminga (28) and assume it to be the same for PSR B0656+14. The electron 
transport equation is solved using the EDGE code (29) for electron diffusion (12). 
 
Figure 3 shows the expected flux of positrons as a function of energy from Geminga (blue 
line) compared with the measured flux of positrons by AMS-02 in low Earth orbit. The 
positron flux from Geminga exceeds by several orders of magnitude that from PSR 
B0656+14, owing to the combination of Geminga’s greater gamma-ray flux that injects 
more energy into electrons, its older age and its closer distance. We consider the impact 
of different systemic effects (12): if the spectral index of the diffusion coefficient G�were 
smaller, lower energy positrons would diffuse faster; if the characteristic initial spin-down 
timescale W were shorter, the luminosity would have been higher in the past. If the current 
distance were smaller that would not change the local positron flux substantially because 
the true D100 would also have to be smaller (because it is derived from the angular extent 
of the sources). Therefore, in this model, these pulsars do not produce a measurable 
contribution to the positron flux measured by AMS-02 at Earth. Moreover, regardless of 

Gamma-ray profiles fit well with a 
random walk with diffusion coefficients 
reduced by a factor ~  100.

One possible explanation : streaming instability triggered by an electron-positron (e-e) beam (Evoli et al 2018 PRD 98 3017)

HAWC significance map above 10 TeV
Abeysekara+2017 Science, 358 911.

HAWC significance map above 10 TeV
Abeysekara+2017 Science, 358 911.PIC-MHD set-up: e-e beam moving in electron-proton (e-p) background with nee/nep=0.01 

and drift speed 0.1 c and 10 vA.  e-e distribution Maxwell-Jüttner with T = 10 mc2. 

> e-e driven resonant streaming instability 
> Magnetic field consistent with theoretical expectations (solid black line) 

> need a proper rescaling to derive effective diffusion coefficients 

> other streaming instability regimes can be induced: dissymmetries in electron/positron 
abundances, proton component (Guépin et al 2020 A&A 635 A138) 

van Marle 
et al in 

prep

Abeysekara et al 2017 Science  358 911



Cosmic Ray feed back studies 

• Huge amount of works this last decade <=> impact of CRs over star formation 

• at large galactic scales : CR wind driven 

• at small scales: in-situ CR injection sources (SNRs, Stellar winds, Young Stellar 
Objects, reconnection in molecular clouds). 



Cosmic Ray Magneto-hydrodynamics
• Concerns 1-10 GeV CRs (they carry most of the pressure). 

• Fast (numerical/conceptual) developments: multi-fluid approach Hopkins et al 2021 MNRAS 501 4184, Thomas & Pfrommer 2019 
MNRAS 485 2977, Dubois et al 2019 A&A 631 A121 (CRAMP PNHE-PCMI-PNCG project) 

• Effect of CR self-generated turbulence in MHD codes, including diffusion and advection and sometimes losses (multi CR components). 

• Simulations of large galactic scales and molecular cloud scales: CR induce gas motion due to their parallel gradient.

the impact over star formation rate 

10 T.-E. Rathjen et al.

Figure 6. SFR surface densities vs. gas surface densities of the atomic
and molecular hydrogen gas in the disc (I = ±250 pc), averaged over
C = 25 � 100 Myr with 1f scatter. The black dashed line indicates a
Kennicutt-Schmidt relation (Kennicutt 1998) slope of ⌃ §"¢

/ ⌃1.4
gas . The

grey dots are observational data from spatially resolved patches of nearby
star-forming galaxies (Leroy et al. 2008). The black star indicates an average
star formation rate value for gas surface densities ⌃gas = 5 � 10 M� pc�2

of ⌃
obs
§"¢ = 4.4 ⇥ 10�3 M� yr�1 kpc�2. The SN-only run (S) has a very high

SFR for its gas surface density. Models including winds (SW, SWC) and,
in particular, radiation (SR, SWR, SWRC) are closer to most observational
values.

Figure 7. Average gas depletion times gdepl of the cold gas phase () < 300 K)
vs. average gas surface densities of the cold phase ⌃cold with 1f scatter. The
time averages are taken from C = 25 � 100 Myr. The horizontal dashed
line indicates a constant depletion time of gdepl = 2 Gyr. The grey dots are
observed depletion times for molecular gas H2 from Leroy et al. (2008).

data to the observational data is mostly qualitative. The small number
of clusters formed in our models (#cluster ⇠ 30) does not allow us to
meaningfully sample a cluster mass function. Nonetheless, there is
a clear trend of forming too massive clusters, atypical for the local
solar neighbourhood, when omitting ionising UV radiation.

Figure 8. Maximum accretion time-scale gaccr of the star cluster sink par-
ticles against the maximum accreted mass "max of each cluster sink in the
simulations. The black crosses are from molecular cloud zoom-in simula-
tions with a resolution of �G = 0.112 pc (Haid et al. 2019), incorporating
the same methods for radiative transfer, chemistry and sink particle creation
as we do in this study. Without ionising radiation feedback, a slightly lower
number of significantly more massive clusters are formed, with longer ac-
cretion times (see also Table 2). The dashed black vertical line indicates a
cluster mass of 120 M� . We form a handful of star cluster sink particles with
"max < 120 M� . Those clusters do not host massive stars and do not con-
tribute feedback. Inherently, there is no lower mass limit for the star cluster
sink particles we form.

Table 2. Star cluster sink properties of the six models. We list the mass of the
most massive cluster sink formed "cl, the median mass of the formed cluster
sinks when they stopped accreting "median, the median accretion time-scale
of the cluster sinks gaccr, the total number of formed cluster sinks #cluster,
and the average number of massive stars per cluster sink #¢, computed as the
total number of massive stars formed divided by the total number of cluster
sinks formed. The percentage of unresolved SNe with momentum injection
5mom is given in the last column. Radiation feedback inhibits clustering and
drastically reduces the median and maximum mass of the star cluster sinks,
preventing the formation of super-bubbles and resulting in less e�ective SNe.

Run "cl "median gaccr #cluster #¢ 5mom
[M�] [M�] [Myr] [%]

S 1.5 ⇥ 105 1.6 ⇥ 104 5.39 26 184 5.3
SW 2.7 ⇥ 104 5.1 ⇥ 103 3.62 30 59 6.9
SWC 1.6 ⇥ 104 5.1 ⇥ 103 3.79 24 48 7.5
SR 2.2 ⇥ 104 7.1 ⇥ 102 1.39 30 15 5.9
SWR 6.6 ⇥ 103 5.0 ⇥ 102 0.98 37 8 4.2
SWRC 3.2 ⇥ 103 6.4 ⇥ 102 1.25 33 6 5.3

4.3 The importance of supernova ambient densities

The ambient ISM densities at SN sites are of fundamental impor-
tance for their local and global dynamical and thermal impact (Naab
& Ostriker 2017). At high environmental densities, the imparted SN
energy is rapidly cooled away and the energy and momentum cou-
pling to the ambient gas is very low (Gatto et al. 2015; Walch et al.
2015; Kim & Ostriker 2015; Haid et al. 2016). For low ambient
densities radiation losses are minor and super-bubbles (Mac Low &
McCray 1988; Wünsch et al. 2008) with a high hot gas VFF can
be created by consecutive and spatially overlapping SN events (Mac
Low & McCray 1988; Creasey et al. 2013; Fielding et al. 2017). This
will significantly support the driving of outflows from the ISM (see
e.g. Li & Bryan 2020). Numerical experiments by Walch et al. (2015)
and Girichidis et al. (2016a) have shown that it makes a qualitative
di�erence whether SNe at a fixed rate, i.e. with the same total energy

MNRAS 000, 1–23 (2020)

Surface density star forming rates vs surface gas densities, CR = SWRC  

Rathjen et al 
ArXiv 2103.14128 

not published yet ! CR as they bring 
some more pressure 

smooth the gas in 
the halo and reduce  

the SFR
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Table 1. Simulation parameters for the single cloud simulations of §5.1, §5.2. Below are the cloud radius, rc, and interface
thickness, tc, cloud distance, xc from the left boundary, cloud number density, ncold, and temperature, Tcold, background number
density, nhot, and temperature, Thot, magnetic field strength, B, which is 5 µG in §5.1 but varied between 1 and 10 µG in §5.2,
cosmic ray flux at the left boundary, F 0

CR, duration of the cosmic ray pulse, 3D grid dimensions in kpc (note that only the
first one and two dimensions are relevant for 1D and 2D simulations, respectively), maximum resolution (see Appendix .1 for
a convergence study), maximum speed of light parameter, Vm, which varies depending on minimum ion fraction, fmin

ion , capped
streaming speed, and capped di↵usivity. Where appropriate, di↵erences between 1D, 2D, and 3D simulations are listed.

rc, tc xc ncold, Tcold nhot, Thot B = Bx̂ F
0
CR

10 pc, 5 pc 1 kpc (1D, §5.1), 10 cm�3, 103 K 0.1 cm�3, 105 K 5 µG (1D, §5.1), 1.54⇥ 10�5

100 pc (1D+2D, §5.2) 1-5,10 µG (1D+2D, §5.2) erg cm�2 s�1

100 pc (3D, §5.2) 1,5 µG (3D, §5.2)

Pulse Duration Grid Size Resolution Vm max v
ion
A max ||

30 Myrs (2, 0.25, 0.25) kpc 0.5 pc (1D), 109 cm/s 108 cm/s 3⇥ 1029 cm2/s

1 pc (2D+3D) (fmin
ion = 1.0) (fmin

ion = 1.0) (fmin
ion = 1.0)

(see Appendix .1) 1010 cm/s 109 cm/s 3⇥ 1030 cm2/s

(fmin
ion = 10�4) (fmin

ion = 10�4) (fmin
ion = 10�4)

Figure 2. Time series of a cosmic ray front impacting an initially stationary, partially neutral cloud of radius 10 pc, interface
width of 5 pc, and threaded by a constant 5 µG magnetic field. The blue lines show the density, while the black lines show the
cosmic ray energy density. The minimum ion fraction we consider is fmin

ion = 10�4, resulting in an increase to the ion Alfvén
speed and time-varying di↵usivity within the cloud (both shown in the bottom panel). The cloud initially is at 1.0 kpc away
from the left boundary, which corresponds to 0 pc in these plot coordinates, but the combination of cosmic ray pressure and
preceding acoustic wave pushes the cloud to the right over time. Note that the right-most panel is shifted to follow the cloud
as it moves ⇡ 100 pc over 40 Myrs. Even with ionization-dependent transport included, cosmic rays bottleneck at the leading
edge, where they encounter a dip in transport speed. The ensuing pressure gradient drives waves and suppresses the di↵usivity
due to ion-neutral damping. The resulting cosmic ray pressure gradient is steep at the front and back cloud edges.

Bustard & Zweibel 2021 ApJ 916 106

Molecular cloud CR-induced motion



Ionization by Cosmic Rays
• Concerns MeV nuclei and keV electrons 
• Add a constrain from H2 ionization rates with direct data (eg S/P ratios). Voyager spectra are unable to explain this trend, strong 

source stochasticity ? 
• Revise injection rate by SNR, other sources like Young Stellar Objects  Padovani et al 2016 A&A 590 A8 ? or other way to inject in-

situ CRs (via reconnection) in starless cores  Gaches et al 2021 ApJ 917 L39 …

86 Chapter 4. How to Explain the Ionization Rate in Diffuse Molecular Clouds?

spectrum and the diffusion coefficient as mentioned above could not provide to the
mean value of roughly 3 ⇥ 10

�16 s�1. There are at least two possible implications
for such a result that we could envisage: i) a different form of the diffusion coef-
ficient with a smaller value at low energy is required which should provide better
confinement of low-energy CRs in the Galactic disk and, as a consequence, a higher
ionization rate, or ii) an indication for the existence of other classes of sources for
low-energy CRs which could be, for instance, OB/Wolf-Rayet stars (Casse & Paul,
1982; Voelk & Forman, 1982; Binns et al., 2005) or even solar-type stars (Scherer
et al., 2008).
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Figure 4.14: Combined stochastic fluctuation of the ionization rate induced by both CR
species.

It should be noticed that, in fact, the second possibility has been investigated by
Scherer et al. (2008) who find that CRs accelerated in the termination shocks of G,
K, and F stars might contribute significantly to the Galactic CR proton spectrum
in the energy range from 5 MeV to about 300 MeV. In particular, the acceleration
mechanism employed for these stars is quite similar to that of anomalous CRs which
involve ions originating from neutral atoms of the ISM drifting into the astrosphere
of the stars, picked up by the stellar winds, and finally accelerated at the termi-
nation shock. The estimated energy density for CRs with energy below 300 MeV
accelerated in this way is approximately "star = 0.076 eV/cm3 which is 35% and
50% the corresponding energy density calculated from the upper and lower limit
intensities. More importantly, we note that the value of "star from Scherer et al.
(2008) has been evaluated for a cylindrical region of radius 15 kpc and thickness

Phan V-M. thesis 2020

H2 ionization rates as function of H2 column density
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Figure 6.3: Left : Average differential ionization rate for different assumed gas column
densities along the line of sight N1 and solar abundance. Right : Predictions for the pho-
toionization rate are shown by the solid and dashed red lines (for the cloud with solar
abundances and the abundances of the NE source, respectively). Observational data taken
from Vaupré et al., 2014 are presented as filled circles (measurements) and filled triangles
(lower limits). The shaded region indicates a reference range of values of the ionization
rate which has been used to constrain the CR spectrum (see text).

The right panel of Fig. 6.3 shows the expected photo-ionization rates as a func-
tion of the gas column density for a cloud of solar (solid red curve) and 0.3 times
solar metallicity (dashed red curve). These predictions can be compared with the
measurements of the ionization rate in the northeastern cloud (data points and lower
limits in the figure). One can clearly see that the contribution from X-rays to the
observed ionization rate is negligible even in the most optimistic scenario considered
here. Therefore, the ionization rate must be due to CRs, either protons (or nuclei)
or electrons. We consider this scenario in the following Section.

6.3 Cosmic-Ray Induced Ionization
The gamma-ray emission detected from the MCs in the vicinity of the SNR W28 is
interpreted as the result of hadronic interactions between CR nuclei (mostly protons)
accelerated in the past at the SNR shock. These particles escaped the remnant and
now fill a vast region that encompasses the clouds. The gamma-ray emission results
from the decay of neutral pions produced in inelastic proton–proton interactions.
The energy threshold to produce pions at rest is T th

p
⇠ 280 MeV. Therefore, gamma-

ray observations can be used, generally, to determine the shape of the spectrum of
CR protons of kinetic energy exceeding T

th

p
contained in the MCs.

It is definitely less straightforward to infer the energy spectrum of the CR elec-
trons contained within the cloud. The SNR W28 is a bright synchrotron radio source
(Dubner et al., 2000), and this indicates the presence of relativistic electrons and
magnetic field in the region. Even though the morphology of the radio emission does
not correlate with that of molecular clouds, the brightest region in radio roughly
coincides with the position of the northeastern cloud.

Ionization rates of clouds nearby SNR W28
SNR may inject enough CRs to explain local 

ionization rates enhanced, but diffuse 
ionization rate far  more difficult to explain

A&A 590, A8 (2016)

where (E) is the di↵usion coe�cient, g = R/(Rdi↵
p

2), and
Rdi↵ =

p
t(E) is the di↵usion length (Aharonian 2004). If

R � Rdi↵ , then erfc(g)! 1/(g
p
⇡) exp(�g2) and the propagated

spectrum is attenuated as R
�2 exp[�R

2/(2R
2
di↵)], i.e. much faster

than in the free-streaming case. In contrast, if R ⌧ Rdi↵ , then
erfc(g)! 1 and the propagated spectrum is attenuated as R

�1, as
opposed to R

�2 in the free-streaming case, and ⇣ would be much
higher: ⇣ = 3 ⇥ 10�10 s�1 and ⇣ = 1 ⇥ 10�10 s�1 at R = 1600 AU
and R = 3700 AU, respectively.

As shown in Fig. 15, the values of ⇣ computed from observa-
tions lie between the two extreme cases of free streaming and
pure di↵usion with R ⌧ Rdi↵

7. However, after performing a
check on gas temperature (as outlined in Sect. 7.2), the atten-
uation of the spectrum with a factor R

�1 corresponds to higher
values of Tg than those determined by Ceccarelli et al. (2014)
from a large-velocity gradient analysis. We can conclude that the
propagation mechanism is probably neither purely di↵usive nor
free streaming. A better knowledge of the magnetic field con-
figuration close to the protostar and of its turbulence degree is
needed for a more careful description of CR propagation from
the protostellar surface to the envelope.

8.4. 10Be enrichment in meteorites

Ceccarelli et al. (2014) argued that the accelerated proton flux
causing the high ionisation rate could also be responsible for the
formation of short-lived radionuclei, such as 10Be, contained in
the calcium-aluminium-rich inclusions (CAIs) of carbonaceous
meteorites. In fact, the measured abundance of 10Be in mete-
orites is higher than that found in the ISM and this should be
due to spallation reactions between the accelerated CRs and the
thermal gas that took place during the earliest phases of the pro-
tosolar nebula.

To test the consequences of our modelling, we use the emerg-
ing spectrum at the protostellar surface (Sect. 8.3) scaled at
1 AU, taking into account the geometric dilution of R

�1 or R
�2,

appropriate for the purely di↵usive or free-streaming case, re-
spectively. We calculate the fluence per unit time, Ft, which
reads

Ft(Emin) = 2⇡
Z

Emax

Emin

j(E)dE, (71)

where Emin ' 50 MeV is the energy threshold for the spal-
lation reaction p + 16O ! 10Be + . . . (Gounelle et al. 2006)
and Emax = 11.4 GeV (Sect. 8.3). We find Ft = 2 ⇥ 1017

and 8 ⇥ 1018 protons cm�2 yr�1 at 1 AU, for the purely dif-
fusive and free-streaming cases, respectively. This means that
an irradiation time of a few tens of years can explain the val-
ues of the fluence derived by Gounelle et al. (2013) equal to
1019�1020 protons cm�2, in agreement with the estimates by
Ceccarelli et al. (2014). This result is also consistent with the
X-wind model predictions (Shu et al. 1997), according to which
a proto-CAI of radius RCAI spends a time t ⇠ 20(RCAI/1 cm) yr
in the reconnection ring. Nevertheless, it is important to note
that the model by Gounelle et al. (2013) predicts too much heat-
ing (Tatische↵ et al. 2014). If di↵usion is present, the particle
flux in Eq. (71) is higher and the fluence computed by Gounelle
et al. (2013) would be even more easily recovered.

7 Hereafter we refer to the purely di↵usive case with R ⌧ Rdi↵ as pure
di↵usion.

Fig. 15. Ionisation rate (upper panel) and temperatures of gas and dust
(lower panel) as a function of the distance from the protostar OMC-
2 FIR 4. Observational estimates of ⇣ and Tg (black solid circles and
squares, respectively; Ceccarelli et al. 2014) are compared to the results
from the modelling described in Sect. 8.3 (green and red solid lines).
The green and red shaded areas encompass the range of ⇣ and Tg by
assuming a dilution factor R

�1 (purely di↵usive propagation) and R
�2

(free-streaming propagation). The green dash-dotted and dashed lines
show the interstellar CR ionisation rate assuming a spectrum similar to
that from Voyager 1 (Stone et al. 2013) and an enhanced CR proton
flux (see model H in Ivlev et al. 2015). The red dashed line shows
the trend of the dust temperature (Masunaga & Inutsuka 2000; Crimier
et al. 2009).

9. Conclusions

In this paper we investigated the possibility of accelerating CRs
within a protostellar source by means of shock processes. Dif-
fusive shock acceleration (DSA) is the main process leading to
CR acceleration: a CR gains energy up to the relativistic do-
main by multiple back-and-forth shock crossings. A number of
conditions have to be satisfied in order for DSA to be e↵ec-
tive, some of them related to magnetic fluctuations (determining
pitch-angle scattering), others associated with cooling processes
and also shock velocity, age, and geometry constraints. We fo-
cused our attention on the e↵ectiveness of shocks in accretion
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Ionization rates in the envelope of OMC-FIR4: in-
situ CR produced at accretion shocks in YSO

Padovani et al 2016
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causing the high ionisation rate could also be responsible for the
formation of short-lived radionuclei, such as 10Be, contained in
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orites is higher than that found in the ISM and this should be
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tosolar nebula.

To test the consequences of our modelling, we use the emerg-
ing spectrum at the protostellar surface (Sect. 8.3) scaled at
1 AU, taking into account the geometric dilution of R
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where Emin ' 50 MeV is the energy threshold for the spal-
lation reaction p + 16O ! 10Be + . . . (Gounelle et al. 2006)
and Emax = 11.4 GeV (Sect. 8.3). We find Ft = 2 ⇥ 1017

and 8 ⇥ 1018 protons cm�2 yr�1 at 1 AU, for the purely dif-
fusive and free-streaming cases, respectively. This means that
an irradiation time of a few tens of years can explain the val-
ues of the fluence derived by Gounelle et al. (2013) equal to
1019�1020 protons cm�2, in agreement with the estimates by
Ceccarelli et al. (2014). This result is also consistent with the
X-wind model predictions (Shu et al. 1997), according to which
a proto-CAI of radius RCAI spends a time t ⇠ 20(RCAI/1 cm) yr
in the reconnection ring. Nevertheless, it is important to note
that the model by Gounelle et al. (2013) predicts too much heat-
ing (Tatische↵ et al. 2014). If di↵usion is present, the particle
flux in Eq. (71) is higher and the fluence computed by Gounelle
et al. (2013) would be even more easily recovered.
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Fig. 15. Ionisation rate (upper panel) and temperatures of gas and dust
(lower panel) as a function of the distance from the protostar OMC-
2 FIR 4. Observational estimates of ⇣ and Tg (black solid circles and
squares, respectively; Ceccarelli et al. 2014) are compared to the results
from the modelling described in Sect. 8.3 (green and red solid lines).
The green and red shaded areas encompass the range of ⇣ and Tg by
assuming a dilution factor R

�1 (purely di↵usive propagation) and R
�2

(free-streaming propagation). The green dash-dotted and dashed lines
show the interstellar CR ionisation rate assuming a spectrum similar to
that from Voyager 1 (Stone et al. 2013) and an enhanced CR proton
flux (see model H in Ivlev et al. 2015). The red dashed line shows
the trend of the dust temperature (Masunaga & Inutsuka 2000; Crimier
et al. 2009).

9. Conclusions

In this paper we investigated the possibility of accelerating CRs
within a protostellar source by means of shock processes. Dif-
fusive shock acceleration (DSA) is the main process leading to
CR acceleration: a CR gains energy up to the relativistic do-
main by multiple back-and-forth shock crossings. A number of
conditions have to be satisfied in order for DSA to be e↵ec-
tive, some of them related to magnetic fluctuations (determining
pitch-angle scattering), others associated with cooling processes
and also shock velocity, age, and geometry constraints. We fo-
cused our attention on the e↵ectiveness of shocks in accretion
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CR transport: perspectives for the next decade
It requires some update of PNHE main (sub)themes, mostly trans-disciplinary. 

• Same numerical developments as in source studies.  

• My personal opinion on CR propagation: the basic block of CR propagation wave/turbulence-particle 
not understood yet (see discussion in Lemoine Arxiv2104.08199)  

> Need for more contacts: PNST, laser plasma community, Inertial Confinement plasma community.  
Thematic schools also could help.  

• Nearby sources emission: CTA, SWGO (unfortunately France is not part of LHAASO), Meerkat, SKA. 

• GeV CRs: feed back terms in the star formation process: strengthen links with PCMI (our Galaxy), PNCG 
(CR feed back and cosmology): support common meetings @ SF2A …  

• MeV CRs: strengthen links with PCMI (molecular cloud scales), PNPS (young stars, stellar discs), PNP 
(planets atmosphere). (support, and convince these 2 last PNs about non-thermal Astrophysics impacts). 

• Continue on cross section measurements (spallation) : links with IN2P3 activities (see Vincent’s talk)



Summary
• Recent progresses driven by first (or almost) principles but still long way to describe CR spectral evolution and maximum 

energies. 

• Maximum energy (PeV) is a real challenge for the standard CR model: alternative sources ? (cc-SNe, massive star clusters 
and super bubbles) : gamma-ray (and CTA) should help. 

• CR transport is not smooth in the ISM, intermittency due to reduced diffusivity around sources (again probed by CTA), 
especially in the GeV-TeV domain (impact over CR hardening ?) 

• GeV CRs contribute to star formation feed back (winds and/or local injection, see above source intermittency). 

• MeV CRs (keV electrons) contribute to star formation feed back (ionization). 

• Advocate for a special support for theory, eg INTERCOS project supported by IN2P3, we have several senior and young 
theorists and expert in numerics very high in the A.T.P. ranking.  

• Need for breakthrough ideas (eg Lemoine PRD 2019 99 3006, on generalized Fermi acceleration) > also need for informal, 
brain storming meetings (aside ERC, ANR projects of course) — cheap/innovative/friendly— 



Back up



The three Cosmic Ray spectra
Energy spectrum        /   Composition spectrum          /    Angular spectrum

From MeV to almost ZeV or 1021  eV

galactic origin up to 1017eV  

Light element production by spallation

(here composition @ a few GeV/N)

High level of isotropy 

(anisotropy increases at the highest energies)

ExtragalacticGalactic



Electron injection

number of 2D simulations of perpendicular shocks (Amano &
Hoshino 2009a; Matsumoto et al. 2012, 2013; Wieland et al.
2016) demonstrated that the length of the potential wells is
limited to about the ion inertial length. Electrons can thus
escape from the trapping region and re-enter it from the
downstream or the upstream side to experience multiple surfing-
acceleration events (Amano & Hoshino 2009a; Matsumoto et al.
2012).

The Weibel instability generates strong magnetic fields with
filamentary structure. It was also recently shown with 2D
simulations that spontaneous turbulent magnetic reconnection
in the Weibel instability region can lead to electron acceleration
(Matsumoto et al. 2015). Thin current sheets (magnetic
filaments) become unstable and break up into chains of
magnetic islands and X-points. Particles can be accelerated
while interacting with these structures.

The spectrum of waves generated at the shock is usually at
least two-dimensional. Which of the unstable modes appears in
a 2D simulation strongly depends on the configuration of the
mean magnetic field though, as modes may be artificially
suppressed if their wavevector is not contained in the
simulation plane. In Bohdan et al. (2017) we showed that the
Weibel instability is best reproduced with the in-plane setup,
whereas the Buneman modes are considerably stronger and
more coherent with a strictly out-of-plane orientation.
Suprathermal tails in the electron spectra are found for all
simulated shocks, and the initial acceleration of electrons
always occurs through the SSA process in theBuneman wave
region. However, the subsequent stages of injection strongly
depend on the field configuration. For an out-of-plane field,
adiabatic heating dominates the spectral evolution. For
configurations with an in-plane magnetic-field component,
particles are non-adiabatically accelerated in interactions with
turbulent magnetic structures in the shock, resembling a
second-order Fermi process, and magnetic reconnection also
occurs. The fraction of nonthermal electrons is an order of
magnitude larger for the out-of-plane configuration than for
other field orientations, mainly on account of a higher SSA
efficiency.

The first 3D PIC simulation of a high-MA shock was
presented by Matsumoto et al. (2017) for an oblique
subluminal configuration, c vtan Bn shQ >/ , where BnQ is the
angle of the large-scale magnetic field with respect to the shock
normal, vsh is the shock velocity, and c is the speed of light.
Buneman waves and Weibel magnetic turbulence were found
to coexist in the shock structure. Energetic electrons that
initially experienced SSA underwent pitch-angle diffusion by
interacting with magnetic turbulence in the shock foot and
ramp. This provides confinement in the shock transition region
during which particles gain energy by shock drift acceleration
(SDA). The computational cost of 3D experiments is still too
high to sample the range of plasma conditions that one may
find in SNR shocks. Nevertheless, the 3D results indicate
which parts of 3D shock physics can be reliably probed with
2D simulations.
In this work we report on new large-scale 2D fully kinetic

PIC simulations of nonrelativistic strictly perpendicular shocks
in the regime of high Mach numbers, M 20A 2 and M 30s 2 ,
as appropriate for forward shocks of young SNRs. The
simulations are conducted in a 2D3V configuration, i.e., we
follow two spatial coordinates and all three components of the
velocity and the electromagnetic fields. Numerical experiments
are performed for both in-plane and out-of-plane configurations
of the large-scale magnetic field. These simulations comple-
ment our previous investigations of 2D perpendicular shocks
(e.g., Matsumoto et al. 2012, 2013, 2015; Wieland et al. 2016;
Bohdan et al. 2017). The aim of this work is to analyze in detail
the initial energization via SSA in the Buneman-instability
region. The successive acceleration in the shock foot and ramp
on account of, e.g., inelastic scattering off the Weibel-
instability turbulence, is the subject of aseparate publication.
Conditions for efficient electron energization via SSA were

first investigated by Matsumoto et al. (2012), supported with
PIC simulations with out-of-plane magnetic-field configuration.
The process occurs in low-temperature (low beta) plasmas, in
which the Buneman instability can effectively grow. For
efficient acceleration the electrostatic waves should also be
strong enough to trap electrons and hold them during
acceleration, which defines a minimum Alfvénic Mach number
for a shock to be capable of producing relativistic electrons
via SSA,
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where α is the flux ratio of reflected to incoming ions and mi

and me are the ion and the electron mass, respectively. In the
presence of an in-plane magnetic field the motion of the
reflected ions is not fully contained in the simulation grid and
thus the corresponding component of the Buneman waves
cannot be captured (Bohdan et al. 2017). To account for this
effect we proposed a modified trapping condition:
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where j is the orientation angle of the large-scale perpendicular
magnetic field with respect to the simulation plane, with
j=0°representing the in-plane configuration (see Figure 2).
The earlier 2D simulations of Bohdan et al. (2017) all satisfied
the trapping condition of Equation (1) and were performed for a

Figure 1. Perpendicular shock structure. The top panel is the particle number
density profile. The shock transition consists of a foot, a ramp, an overshoot,
and the downstream region. Ex is the shock potential. v0 and vsh are the
upstream and the shock velocities. The bottom panel is the x-component of the
ion phase-space distribution.
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∼0.45% for all runs. This is again in line with the ion-to-electron
mass-ratio dependence of the trapping condition.

Electron spectra for runs B2, C2, and D2, that probe different
physical conditions at shocks with an in-plane magnetic-field
configuration, are compared to the spectrum for the out-of-
plane case G2 in Figure 6. The fractions of pre-accelerated
electrons differ between the in-plane runs (see Table 2),
reflecting the different intensities of the Buneman waves. In run
C2, the spectrum extends to higher energies and contains more
energetic electrons than that for run B2, which arises from the
difference in Mach number. The Alfvénic Mach number of the
shock in run D2 instead violates the trapping condition, and
only ∼0.34% of electrons are pre-accelerated.

Although run C2 satisfies the modified trapping condition of
Equation (2), the acceleration efficiency, N N 0.6e,BI e,tot � , is
much less than that for run G2. In Figure 6 the spectrum for run
C2 is also compared with the spectrum calculated for run G2 at
a different phase of the shock reformation (denoted as run
G2*), at which the strength of the Buneman waves matches that
for run C2. Still, the fraction of pre-accelerated electrons in run
G2* is four times that in run C2, but the maximum energies of
the electrons are comparable, max(γ)≈3–4. It is clear that the
Buneman wave strength is not the only parameter that
determines the efficiency of SSA in the shock foot.

SSA consists of two individual processes: (1) interaction
with electrostatic waves and (2) magnetic gyration. In the
Appendix we present a detailed analytical treatment of the
equation of motion of electrons in the wave field, demonstrat-
ing that the electrostatic field of the waves does the physical
work. Here, we summarize the conclusions.

Figure 7 illustrates the first stage of the SSA process for the
in-plane (left panels (a1)–(e1)) and the out-of-plane cases (right
panels (a2)–(e2)). For specific electrons extracted from runs E2
and G2, we see the time evolution of the energy (Figure 7(b))
and the momentum (Figure 7(c)), as well as the electric field at
the location of the particle in the simulation frame and in the
instantaneous particle rest frame (Figures 7(d) and (e),
respectively). The latter is particularly interesting, because in

the electron rest frame the electric field is the sole provider of
acceleration. We refer to the selected electron in the in-plane
case (left panels) as the first electron and the other one as the
second electron. Initially both electrons move with the plasma
bulk. To be trapped by electrostatic waves, the electrons must
travel with the waves against the upstream plasma flow, and
hence be picked up from the thermal pool. Before doing so, the
electrons move in the negative x-direction undisturbed through
several electrostatic wavefronts. Significant energy gain
commences at time t 6270pew = for the first electron and at
t 3745pew = for the second electron. The particles then remain
trapped by the waves and undergo the first stage of acceleration
at time intervals t 6275 6300pew = -( ) for the first electron
and t 3745 3753pew = -( ) for the second electron. During this
stage both electrons move in the direction of shock propaga-
tion, and their py momentum remains small. The end of the
first-stage acceleration is marked by the black vertical line in
Figure 7, beyond which the electrons resume gyrating.
The acceleration of the first electron occurs in the same way as

in 1D geometry (Hoshino & Shimada 2002): the electron is
pushed toward the upstream region by the electrostatic field
of a Buneman wave, which for some time compensates
the x-component of the Larmor acceleration and thus keeps the
electron roughly in phase with the wave. Consequently, the
average values of Ex and Ey electric-field components are close to
zero in the particle reference frame (Figure 7(e1)). The continuous
gradient in pz at t 6275 6300pew = -( ) reflects the transverse
Larmor acceleration, which can be described as the effect of
the motional electric field in the frame of the electrostatic wave.
It is important to note that for the in-plane magnetic field
the wavefronts are infinitely extended in the z-direction, and the
energy gain terminates when the electron loses phase coherence
with the Buneman wave. In reality the energization will terminate
earlier. In the upstream flow frame all the energy gain comes from
the field of the Buneman wave though.
The second electron displays a similar behavior, but in the

frame of the obliquely propagating waves. At t 3745pew � it
starts moving in the x-direction, but the electrostatic field of the
waves roughly compensates the Larmor acceleration in the
y-direction, as EPRF,y≈0 (Figure 7(e2)). Instead, the electron
is accelerated in the x-direction by the electrostatic field of the
Buneman waves. We conclude that in all cases the energy gain
arises from the electrostatic field of the waves, while the formal
acceleration reflects the competition of Larmor acceleration and
that imposed by the waves. The in-plane configuration captures
only part of the Buneman waves, as only wavevectors in the
simulation plane are allowed, so there is a lower rate of energy
gain compared to the out-of-plane case. In addition, the
restriction of the wave phase velocity to the simulation plane
changes the direction of sliding along a wavefront from
effectively the x-direction to the z-direction.
Let us estimate the energy gain arising from trapping at an

electrostatic wavefront. Equations (11) and (14) give the rate of
energy gain for the out-of-plane and in-plane configurations,
respectively. The phase speed that the electrons need to match
is vph,0= 0.1c and vph,90= 0.4c for the in-plane and out-of-
plane configurations, respectively, so Δv and hence the
energization rate is two times larger in the out-of-plane case
than it is for in-plane magnetic field. The total energy gain is
the product of the rate of gain and the time of interaction. The
time of interaction is limited by three factors: the intermittency

Figure 6. Spectra of electrons as in Figure 5 for run B2 (black), run C2 (blue),
run D2 (green), run G2 (red), and run G2* (orange). The dotted black line
indicates the spectrum of upstream cold plasma electrons (extracted from
run B2).
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Phenomenology 
• Try to fit nuclei, lepton, anti-nuclei, anisotropy with one source and propagation model
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includes the Klein-Nishina (KN) relativistic correction
to the Inverse Compton (IC) cross-section, as discussed
in Hooper et al. (2017); Evoli et al. (2020).

The details of the calculation to solve Equation (2),
as well as the expression for the KN correction factor,
are presented in Appendix A.
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Figure 1. The all-lepton spectrum as the sum of a smooth
background of primary e� + secondary e± + extra e± (red
dashed line), a fit of the positron flux (blue dashed line) and
the single-source contribution calculated in this work for the
corresponding age tage = 2 · 105 yr (blue solid line). Other
ages (red and green solid lines) are added for comparison.

In Figure 1 we show the e+ + e� propagated spec-
trum resulting from the convolution of several compo-
nents, plotted against data from AMS-02 (Aguilar et al.
(2014)), CALET (Adriani et al. (2018)) and H.E.S.S.
(Kerszberg (2017)). Data from other experiments have
not been added to avoid superposition, being consistent
with the present ones. The smooth background (red
dashed line) is the sum of: (i) primary e�, injected

with DRAGON with a power-law spectrum �pri e�

inj
= 2.7

and a cuto↵ Epri e�

cut
= 20TeV that is estimated equat-

ing the acceleration and loss timescales (Vink (2012));
(ii) secondary e±, fixed by the DRAGON-propagated pri-
mary species; (iii) a smooth extra-component of primary

e+ + e� pairs, that represents the convolution of a large
(O(104)) number of old (tage > 106 yr) pulsars (see
Fornieri et al. (2020)).

The blue dashed curve represents a fit of the positron
flux, regardless of its physical origin (here we invoke
pulsars).

The three solid curves correspond to the contribution
from the hidden remnant discussed in this work. They
are computed by solving Equation (2) for di↵erent ages.
The electron population is injected with a single power-
law (slope �e�

inj
= 2.4). The di↵erence with respect to the

proton injection slope (see next section) may be justified
by sychrotron losses that electrons undergo before being
released (Diesing & Caprioli (2019)). The total energy
budget associated to the leptonic population is ' 1049

erg.
Finally, the black curve is the sum of all the con-

tributions, where we have chosen the source of age
tage = 2 · 105 yr as reference (blue solid).

The plot shows how the energy-dependent release cuts
o↵ the low-energy particles (E . 100 GeV) that did not
have the time to be released and propagate to the Earth.
This e↵ect is amplified by the KN correction. Indeed, a
corrected cross-section increases the propagated flux of
a factor ⇠ 1.5 � 2, with respect to the non-relativistic
treatment, above energies E ⇠ 200 GeV (Evoli et al.
(2020)). Therefore, in order to reproduce the ⇠ 1 TeV
peak, a lower injected flux is needed.

As far as the luminosity function is concerned, we vary
↵d 2 [1, 3] and report negligible variations in the spec-
trum. On the other hand, while varying ⌧d in the range
[104, 2 ·105] yr does not qualitatively change the results,
smaller values cannot reproduce the data points above
the ⇠ TeV break. Indeed, since ⌧d acts as a timescale
for the luminosity function, a quickly decaying luminos-
ity would approach the limit of a burst-like injection
(L(t) ! L0 �(t � trel) dt), and accordingly the ⇠ TeV
peak energy allowed by the source age would be followed
by an abrupt cuto↵ in the spectrum. This leads us to
conclude that a declining luminosity from the source is
necessary to match the observations.

3.2. Proton spectrum

The proton data are characterized by a hardening at
⇠ 200 GeV and a softening at energies as high as ⇠ 13
TeV. Here, we connect this feature to the same hidden
remnant considered in the previous section.

In Figure 2, we show our result, corresponding to a
power-law injection spectrum of �p

inj
= 2.1, and a data-

driven exponential high-energy cuto↵ implemented at
energy Ecut = 23 TeV. The normalization is consistent
with a total hadronic energy budget ' 3 · 1050 erg.

4

The model is plotted against data point from AMS-
02 (Aguilar et al. (2015b)), Voyager (Cummings et al.
(2016)) and DAMPE (An et al. (2019)).
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Figure 2. The protons spectrum, resulting from the sum of
DRAGON modulated spectrum (black solid) and the solution of
the single-source transport equation computed in this work
for the age tage = 2 · 105 yr (blue solid line). Other ages (red
and green solid lines), as well as the unmodulated spectrum
(black dashed line) are added for comparison.

The smooth background is calculated using DRAGON

with the same physical parameters discussed in Fornieri
et al. (2020). The modulated spectrum is computed
with an e↵ective potential h�mod = 0.54i (Usoskin et al.
(2005, 2011)). The three solid lines are solutions of
Equation (2) in the limit negligible losses (b(Et) ⇡

b(E) ! 0), shown for three di↵erent ages.
The sum of all the contributions corresponds to a

source age tage = 2 · 105 yr. The total modulated (un-
modulated) flux associated to this case is shown as a
black solid (dashed) line. The Voyager data are also
shown in the plot and appear consistent with the un-
modulated total spectrum.

As for the case of the all-lepton spectrum, the e↵ect
of the energy-dependent release cuts o↵ the low-energy
(E . 100 GeV) part of the spectrum.

3.3. CR dipole anisotropy

The CR dipole anisotropy (DA) provides a crucial
complimentary probe that allows to constrain the model
proposed in this paper.

The high degree of isotropy (up to 1 part in ⇠ 103)
detected by a variety of experiments in a wide energy
range is especially constraining as far as the contribution
from a local source is concerned.

In this section we compute the predicted dipole
anisotropy associated with the hidden remnant following
the formalism described in Appendix B. The interpre-
tation of a single source as the origin of the spectral

feature in the proton spectrum between 1 TeV and 10
TeV is heavily challenged in the context of a simple dif-
fusion setup characterized by a single power-law. This
consideration led the authors of several recent papers
to consider more complex di↵usion scenarios featuring
a high-confinement zone near the source of interest (see
for instance Fang et al. (2020)). Here, we consider in-
stead the transport scenario directly suggested by the
hardening in the light nuclei reported by the AMS-02
Collaboration, as described in Section 2.

Figure 3. Cosmic-ray dipole anisotropy amplitude calcu-
lated as the sum of a background anisotropy (green solid
line) and the single source contribution (red solid line) for the
source of age tage = 2 ·105 yr. Anisotropy data are consistent
with each other, therefore here we plot a subset of them, to
avoid confusion. The plotted points are from ARGO (Bartoli
et al. (2015, 2018)) and Tibet-AS� (Amenomori (2017)).

In Figure 3, we show that the hypothesis of one nearby
old remnant originating the CR populations responsible
for both the leptonic and the hadronic features is com-
patible with the current anisotropy data. As described
in Appendix B, the dipole anisotropy can be computed
as the sum of two components: (i) the single-source con-
tribution, that assumes directional observations; (ii) the
averaged anisotropy of the large-scale background.

The second component typically points towards the
Galactic center and can be assumed to be a simple
power-law (Ahlers & Mertsch (2017)). To reproduce
this contribution, we use the fit parameters recently
suggested in Fang et al. (2020), according to which
the background anisotropy can be written as �bkg =
c1

�
E

1PeV

�c2 , where (c1, c2) = (1.32 · 10�3, 0.62). The
result is the green solid line in the figure.

On the other hand, the single-source contribution is
found under the assumption of di↵usive behaviour for
the released particles. This component corresponds to
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The model is plotted against data point from AMS-
02 (Aguilar et al. (2015b)), Voyager (Cummings et al.
(2016)) and DAMPE (An et al. (2019)).
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detected by a variety of experiments in a wide energy
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from a local source is concerned.
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tation of a single source as the origin of the spectral
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TeV is heavily challenged in the context of a simple dif-
fusion setup characterized by a single power-law. This
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to consider more complex di↵usion scenarios featuring
a high-confinement zone near the source of interest (see
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Figure 3. Cosmic-ray dipole anisotropy amplitude calcu-
lated as the sum of a background anisotropy (green solid
line) and the single source contribution (red solid line) for the
source of age tage = 2 ·105 yr. Anisotropy data are consistent
with each other, therefore here we plot a subset of them, to
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et al. (2015, 2018)) and Tibet-AS� (Amenomori (2017)).

In Figure 3, we show that the hypothesis of one nearby
old remnant originating the CR populations responsible
for both the leptonic and the hadronic features is com-
patible with the current anisotropy data. As described
in Appendix B, the dipole anisotropy can be computed
as the sum of two components: (i) the single-source con-
tribution, that assumes directional observations; (ii) the
averaged anisotropy of the large-scale background.

The second component typically points towards the
Galactic center and can be assumed to be a simple
power-law (Ahlers & Mertsch (2017)). To reproduce
this contribution, we use the fit parameters recently
suggested in Fang et al. (2020), according to which
the background anisotropy can be written as �bkg =
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result is the green solid line in the figure.
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Tentative to explain the DAMPE bump by the action of a hidden SNR 
• Source time-dependent injection model 
• Diffusion coefficients accounting for spectral hardening 
• Also B/C, anti-proton, phase anisotropy has to be fitted….



Cosmic ray propagation around supernova remnants
• No fully reliable models of CR escape do exist yet.  

• One way : consider CR cloud decoupled from acceleration and 1D propagation along magnetic flux tubes. 

• Draw-backs : 1D (flux tube approximation has to apply), homogeneous ISM, quasi-linear theory.
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(a) (b)

Figure 2. (a) Fermi-LAT spectrum of SRC-1 (red points) along with the LAT
spectra of SNR W44 from this work (black points) and previous one (Abdo
et al. 2010a, gray points). The γ -ray spectrum reported by AGILE is also shown
(Giuliani et al. 2011, open circles). Systematic errors are added in quadrature to
the errors of the SRC-1 spectrum. The model curves describe the emission from
SNR W44 (see Section 4.1), consisting of π0-decay γ -rays (dashed curves)
and relativistic bremsstrahlung (dotted curves). (b) Same as (a) but the LAT
spectrum of SRC-2 is shown instead of SRC-1.
(A color version of this figure is available in the online journal.)

molecular clouds (GMCs) surrounds SNR W44; the spatial
extent is as large as 100 pc and the total mass of the complex
amounts to ∼1 × 106 M⊙ (Dame et al. 1986; Seta et al. 1998).
In Figure 3, the γ -ray emission from the surroundings of W44
is compared with a CO (J = 1 → 0) map (Dame et al. 2001)
integrated over a velocity range of 30–65 km s−1 appropriate for
the GMC complex. The regions of excess γ -rays overlap with
the surrounding GMC complex.

The γ -ray emission in the vicinity of W44 can be ascribed
formally to possible imperfection of the maps of gas column
densities used in the model of the Galactic interstellar diffuse
emission or to a local enhancement of CR density. The former
implies that the mass in the γ -ray-emitting region around W44 is
underestimated by a large factor (!5), or it requires the presence
of unknown background clouds with a huge mass of !106 M⊙.
Therefore, an overabundance of CRs in the vicinity of W44
offers a more sensible explanation; we present a model in which
the GMC complex is illuminated by CRs that were produced
in SNR W44 and escaped from it. We first model the γ -ray
emission from W44 itself, and then proceed with modeling the
γ -ray emission from the surroundings.

We adopt the following parameters to describe SNR W44
(Uchiyama et al. 2010 and references therein): (1) d = 2.9 kpc
as the distance to W44 based on the firm association with the
surrounding GMCs (e.g., Seta et al. 1998), (2) R = 12.5 pc as
the radius (corresponding to the angular radius of θ = 14.8′),
(3) the kinetic energy released by the supernova ESN =
2 × 1051 erg, (4) the ejecta mass Mej = 2 M⊙, and (5) the
remnant age11 tage = 10,000 yr. Assuming evolution in the
uniform intercloud medium, these parameters imply that
the intercloud medium has hydrogen density of n ≃ 2 cm−3

and the Sedov–Taylor phase started around t = tST ≃ 129 yr
when the radius was rST ≃ 1.9 pc.

11 The SNR age is comparable to the spin-down age of the pulsar B1853 + 01
associated with SNR W44, τsd = 20,000 yr (Wolszczan et al. 1991).
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Figure 3. Fermi-LAT residual count map highlighting the γ -ray emission from
the surroundings of SNR W44. Magenta contours present the synchrotron radio
map of SNR W44. Green contours show CO (J = 1 → 0) emission integrated
over velocity from 30 to 65 km s−1 with respect to the local standard of rest
(Dame et al. 2001), tracing the molecular cloud complex that surrounds SNR
W44. The contours start from 20 K km s−1 with an interval of 10 K km s−1.
Some molecular clouds not associated with W44 are also seen along the Galactic
plane (dashed line) in the CO map.
(A color version of this figure is available in the online journal.)

4.1. Gamma-Ray Production Inside SNR W44

A high-resolution radio continuum map of SNR W44 is
dominated by filamentary structures of synchrotron radiation
(Castelletti et al. 2007). The radio emission is thought to arise
from radiatively compressed gas behind fast dissociative shocks
driven into molecular clouds that are engulfed by the blast
wave (Reach et al. 2005). Assuming typical magnetic fields of
molecular clouds, the GeV γ -ray flux relative to the radio flux
is expected to be high enough to account for the γ -ray emission
from SNR W44, irrespective of the origin of the high-energy
particles (Uchiyama et al. 2010).

The dense radio-emitting filaments are indeed the most
probable sites of the dominant γ -ray production in SNR W44,
given the estimated mass of Msh = 5 × 103 M⊙ (Reach
et al. 2005), which is ∼9 times larger than the swept-up
intercloud mass. Assuming a pre-shock cloud density of n0 =
200 cm−3 (Reach et al. 2005) and a pre-shock magnetic field
of B0 = 30 µG, we can estimate the compressed gas density
and magnetic field in the filaments as nm ≃ 7 × 103 cm−3 and
Bm ≃ 0.8 mG following the prescription in Uchiyama et al.
(2010).

For simplicity we describe the energy distributions of CR
electrons and protons in the filaments as a cutoff power law
in momentum: ne,p(p) = ke,pp−1.74 exp(−p/pc), where the
index is chosen to match the radio spectral index of α ≃ 0.37
(Castelletti et al. 2007). The ratio of radio and γ -ray fluxes
yields ke/kp = 0.05. The spectral break in the LAT spectrum
is reproduced by pc = 10 GeV c−1. As shown in Figure 2,
the spectrum below a few GeV is dominated by the decays
of π0-mesons produced in the dense filaments,12 while the

12 The AGILE spectral data (Giuliani et al. 2011) are not taken into account in
the model. They will be discussed elsewhere in light of a low-energy spectrum
measured with Fermi.
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Figure 5. Time evolution of a CR cloud of initial radius R in the WIM
phase of the interstellar medium. CR energies of 10 GeV, 100 GeV, and
1 TeV are considered (top to bottom). The top (bottom) section of each
panel shows the CR partial pressure (diffusion coefficient). See the text for
more details.

Figure 6. Time evolution of the diffusion coefficient D (normalized to the
background galactic value D0) for CR energies of 1 TeV. The initial radius
and the half-time of the CR cloud are indicated on the top of the panel.

panel shows the CR pressure (in both normalized and physical
units) as a function of the distance from the SNR centre, while
the lower section shows the CR diffusion coefficient D, also in
terms of ratio I = DB/D (right y-axis). In all cases, I ≪ 1, and
the assumption of quasi-linear theory is justified. Purple, green, and
red solid lines show the solution of equations (4) and (5) at times
equal to t1/2/4, t1/2, and 4t1/2, respectively, while dotted lines refer
to the TP solution of the problem (i.e. streaming instability is not
taken into account). The dashed black lines represent the level of the
CR background in the Galaxy and the average turbulence level in
the ISM (δB/B)2

k = I0(k) (upper and lower section of each panel,
respectively).

Several considerations are in order:

(i) at early times, the solution of equations (4) and (5) clearly
differs from the TP solution, while for time-scales significantly
longer than the half-time of the cloud t1/2, the solution approaches
the TP one (see the red curves referring to a time equal to 4t1/2). This
implies that t1/2 represents an order of magnitude estimate of the
time interval during which waves can grow significantly above the
background level in a region surrounding the initial CR cloud. This
is an energy dependent effect, since t1/2 is a decreasing function
of energy. Thus, for CR energies of the order of 1 TeV or above,
relevant for ground-based gamma-ray observations, the growth of
waves operates for a quite short time interval (few thousands years
or less);

(ii) large excesses of CRs above the galactic background can be
maintained for times much longer than t1/2. This is a well-known
result from the TP theory (e.g. Aharonian & Atoyan 1996; Gabici
et al. 2009) which can be easily verified after comparing the values
of the CR partial pressure (see scale on the right y-axis in Fig. 5)
with the total energy density of CRs in the galactic disc, which is
of the order of ≈1 eV cm−3;

(iii) the CR diffusion coefficient is strongly suppressed with re-
spect to its typical galactic value at the cloud border due to the
strong gradient of CRs there, which translates in a fast growth rate
of waves. The suppression of the diffusion coefficient remains sig-
nificant in a region of tens of parsecs surrounding the SNR, as
illustrated in Fig. 6, where the diffusion coefficient of 1 TeV par-
ticles is plotted in units of the typical galactic value D0. The ratio
D/D0 reaches a value equal to 0.5 at distances from the SNR centre
equal to ∼25 pc (∼35 pc) at times t = t1/2/4 = 1.2 kyr (t = t1/2 =
4.7 kyr), while at later time (t = 4 × t1/2 = 19 kyr), the ratio is
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Results of the CR cloud model: Diffusion (here at 1 TeV)is reduced over 5-10 kyrs 
(here in a warm neutral medium), equivalent effects in atomic and diffuse 
molecular phases (Brahimi et al 2020 A&A 633 A72).

Nava et al MNRAS 2016 431 3552

This setup is started to be 
investigated eg using PIC 

simulations (see Schroer et al 
2021 ApJ 914 L13: possible 

triggering of the non-resonant 
streaming instability => peaking 
of the flux tube approximation)


