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- CMS plans overview

-  Compute integration

- Data access

- WP2-5 contact surface
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® ObJECtiVES: S On-demand CMS analysis facility
e On demand analysis facility to deploy Q—’ Ll
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on any k8s cluster Jipyter  jupyter  jupyter

e Stateless and reproducible &~ &~

e |AM based AuthN/Z for both data and

C?mxspol;tﬁezesources access | Compute Data Discovery store and refresr?;gggn for data access
e Support both interactive and batch o \;| &5 XRootD-—oo s
Workflows E.RUCIO CACHTERVER
e Support data access for multiple kind

Management

architecture and resources

Bonus: keep it as much general as possible

Sharable approach with other
communities, e.g. in the context of the
INFN cloud federation orson 220 Gragt - 834004
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— On-demand compute

e Provide software packed into
Helm chart
e Multi user and possibly multi
group
e Access IAM managed
e User containers already

configured to access HTCondor
batch and remote data through
access token
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On-demand CMS analysis facility
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High Throughput Computing

CredD:
store and refresh token for data access

ﬁData Discovery:
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ESCAPE CMS-CINECA WMS integration

SRM/Xrd

2l

EOS
« SW dependencies on CVMFS CUMES Experiment  Experiment
o . . . Stratum 0 conditions ate binding
. Distributing payloads: data WiS
« Accept / submit workloads which
fit the RAM / walltime and 10 pilot ol payload
bandwidth SCNAF
« We went for (site) customizable KNL Node
. . . q
pilots inside CMS WM B | . U™
Singulari
* Access to data through XCache Lt
Y XRootD<«Data access
SErver ﬁ Squid1..n
CINECA
erotd
*Thanks to CNAF support Redirector
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7 Data access and caches

XS XRootD<«Data access

o

e Importing and managing data into ‘RUCIO T
the data lake s |
e Rucio as data discovery tool anagemen S () 2=
e Data access through a cache layer — -
for better performances A’ -
e Multiple layers foreseen with different cuapp [T
purposes: (o o | (oo o e
e Remote read latency hiding = ) ) () OF =)
e Data pre-staging for high 1/0 workflows ESCAPE DATA LAKE
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~ WP2-WP5 integration interest

e Jupyter Rucio integration (token based?)

e Multi-layered Cache system
e Localhost level (ssd/io intensive)
e Site level (latency hiding)
e Region level (disk space optimization)

e Embargoed data management:
e automatic replication + cache aware storage federation (Rucio)
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