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Overview

This is an attempt to describe a series of exercises to be performed during the
ESCAPE Data and Analysis Challenge the next November

e Data “multiplication” where multiple version of the same data is generated,
simulating a data-augmentation process
o Requesting data from the Datalake at higher rate than the analysis
e Writing of such “multiplied” data back to the Datalake
o Defining different RSEs
e Exercises include the analysis of data stored in the Datalake
o  Writing back the results into the Datalake (small files of ~100’s kb size each)
o Analysis can be perform using CLI or the JupyterLab Ul
e Create clear instructions for users/computers that can be part of the challenge
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Artificial multiplication of the data

ROOT files can be added when
they share an internal structure (i.e.
same trees inside). Called “hadd?”

We can profit from that property .

to artificially multiply the datasets.

0.2TB

This process allows augmenting 10-20 TB
the data to any arbitrary value. :
Datalake Computer element
We can use that augmented data :
to run the analysis examples
e Of course, the results are
meaningless.



Artificial multiplication of the data

The “augmented” data
e More and/or larger files
e The process to add
multiples files also use
computing
After (or during the process),
the code automatically can
write such new data back to
the Datalake
e We can also replicate in
multiples RSEs as part of
the challenge’s tests

10-20 TB

Datalake Computer element



Artificial multiplication of the data

10-20 TB

RSE n+1 {RSE 1, RSE n-1} : Computer element



Data Analysis



Analysis examples

We can use the current ATLAS
Open Data analysis examples to
retrieve and use datasets from
the Datalake
e Analysis can be notebooks
or analysis frameworks
e They can take from a few
minutes (e.g. 5-30 min)
e To several (e.g.4) hours

Also, write back the outputs

0.2TB

Datalake

ads/nf2gyythjuwgxztga2tgmjyfzixasbrgizuu

\\\\\\\\\\\\ /atlas/mc_345318.WpH125]_Wincl

hom
Certificate file path gb:g

Computer Element




Analysis examples

can be upload to the

The outputs of the analysis l > l

Datalake
e The outputs are small; 0278 :
they are plots that SN Mt Lt
can also be store in . S S —

PE/downloads/nf2gyyLthjwmgxztgq2tgnjyfzixasbrgizuu
eeeeeee qu21tsnSxxilrr/atlas/mc_345318.WpH125)_Wincl

plots - [——
. - O3 x509 User Certificate [
ROOT files m - e | ﬂ
e No intention to plots :
upload single PNG m

files to The Datalake plots

333

“1-10 MB

Datalake Computer Element



Analysis examples

We can also run the
analysis examples over
the “multiplied” data
e This can help to
simulate longer
analysis that can last

several hours (e.g.

~8-12 hours)

e In case this kind of .

“stress” is useful in
this challenge

plots

plots

plots

oo

0.2TB

10

“10’s MB

Datalake

ESCAPE/downloads/nf2gyy thjuwgxztgq2tgnjyfzixasbrgizuu
uuuuuuuuuuu qu21tsnSxxilrr/atlas/mc_345318.WpH125)_Wincl

ccccccccc

Save Settings

Computer Element



Analysis examples

We can use multiple computer elements performing
analysis at the same time
e multiple users with a single machine and/or a single

user with multiple machines
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Summary

This set of slides intends to look for feedback on the
possible activities to be performed during the next ESCAPE

data and analysis challenge

* ESCAPE DevOps Docs

ESCAPE DevOps Docs

Many of the processes will require the creation of scripts
to “automatise” some of those processes

This website is just a demo intended to moka up a user interaction with several of the ESCAPE
ucio client and datasets in the Datalake.

Featuring

« The RUCIO CLI + some commands
« The JupyterLab Ul + some features

As one of the previous step, | would like to replicate those
~220GB of open data to as many sites as possible (already
existing in Fr&lt RSEs) ESCAPE

Another essential part of the job will be to prepare
instructions so others can replicate the same exercises
and simulate a more realistic scenario: multiple users.




Backup
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ATLAS Open Data datasets in the Datalake

e ROOT yet need to be importable from a notebook

O

It is deployed for testing in DockerHub

e Add more datasets to the Datalake

©)

O

@)

All the 13 TeV and 8 TeV ATLAS Open Data samples

16 datasets — 940 samples (ROOT Files)

<200GB

Scope used: ATLAS_OD_EDU (for ATLAS Open Data for EDUcation)

Source of the datasets:

http://opendata.atlas.cern/samples-13tev/ & http://opendata.atlas.cern/samples-8tev/
Another set of 10 ROOT files to come (dedicated Jet MC samples) — 1 dataset, ~21 GB.



https://hub.docker.com/repository/docker/artfisica/cta-rucio-client-root
http://opendata.atlas.cern/samples-13tev/
http://opendata.atlas.cern/samples-8tev/
https://atlas-opendata.web.cern.ch/atlas-opendata/samples/2020/jetReco/Dataset/

ATLAS Open Data — C++ examples framework

@ SM Higgs boson production in the H — ZZ decay channel in the four-lepton final state

To run C++ analyses

More computational-complex
particle physics analysis
examples using the existing
publicly available data

More in Opendata.atlas.cern -
documentation 13 TeV - physics

Also use PROOF, adding a
parallel component to the
examples.

\

/

Physics analysis examples

Overview of physics analysis
examples

Brief introduction to the physics
of the Higgs boson

SM W-boson production in the
single-lepton final state

Single-top-quark production in
the single-lepton final state

Top-quark pair production in the
single-lepton final state

SM Z-boson production in the
two-lepton final state

SM Higgs boson production in
the H — WW decay channel in
the two-lepton final state

Search for supersymmetric
particles in the two-lepton final
state

SM WZ diboson production in
the three-lepton final state

SM ZZ diboson production in the
four-lepton final state

SM Higgs boson production in
the H — ZZ decay channel in the
four-lepton final state

SM Z-boson production in the
two-tau-lepton final state

Search for BSM Z' — tt in the
single-lepton boosted final state

SM Higgs boson production in
the H — yy decay channel in the

Events / bin

Data / Pred

35
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http://opendata.atlas.cern/release/2020/documentation/physics/intro.html
http://opendata.atlas.cern/release/2020/documentation/physics/intro.html
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File Kernel

*RUCIO

Edit View Run

EXPLORE NOTEBOOK

Active Instance

ESCAPE

Rucio Authentication

X.509 User Certificate

X.509 USER CERTIFICATE

Certificate file path

lopt/rucio/etc/client.crt =]

Key file path

lopt/rucio/etc/client.key [ia]

Enter the private key path if the
certificate file does not include it
Passphrase-protected certificate is
not supported.

Account

arturos

Show Advanced Settings

Chvin Cathinan

2 Mo @&

Simple

Tabs Settings Help 16
B Terminal 2 X
- Qa
HyyAnalysis.h Output_HyyAnalysis main HyyAnalysis web.C run web.sh
sh-4.2$ vim main_ HyyAnalysis.C
sh-4.2$ ./run.sh
Which option should I run?
Options are:
0 = run all data and MC one after another
1 = run data only (can be run in parallel)
2 = run MC samples only (can be run in parallel)
0
Option is 0
Should I use PROOF? (will make things faster)
Options are:
0 = NO
1 = YES
0
PROOF option is 0 - [ 5] * [ Terminal 2 X M hist_mYY_cat_bin1.png X | M hist.mYY_bin1.png o3 %
starting ROOT 3
Info in <TUnixSystem::ACLiC>: crea o R & 1)<10
yAnalysis C.so i - =
Info in <TUnixSystem::ACLiC>: crea - /A Eitina histoorams/ o f 0 = ATLAS Open Data
ysis_C.so = Name - Last Modifie 2 I for education 4
Starting analysis with process opt] M histmYY.binl.. 3 minutes ago s E \%’= 13 TeV, 10 fb _+_ Data
Analysed a total of: 50000 events > 0.8
Analysed a total of: 100000 events # w = H— v, unconv. central
Analysed a total of: 150000 events 07__ Background
Analysed a total of: 200000 events » .
Analysed a total of: 250000 events — Slgnal + bkg
Analysed a total of: 300000 events
Analysed a total of: 350000 events S|gna|
Analysed a total of: 400000 events
Analysed a total of: 450000 events
Analysed a total of: 500000 events -
Analysed a total of: 550000 events =
Analysed a total of: 600000 events —
Analysed a total of: 650000 events E
Analysed a total of: 700000 events —
01—
T [N TR W R BP- o SO SN S SN ST N T YT S TN T [ WY S T
2 E
AR TIR, ;
o le. el L bl pa g
AL A 2 A NUASTRAA A
A -30 H—— : : : :
Simple 2 0 & hist_mYY_cat_bin1.png
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A view to the current container

current .gitlab-ci.yml to build & deploy

write / update code Add, commit, and push
GitLab deploys and publish the container

<> T

: O@@ / / container registry at
Existing container :

in2p3.fr and docker.io

A updates goes in the .gitlab-ci.yml

fContainer Cl/CD A A

fSeveral developments and deployment already\
e The series of resources is package in place

in a single container Frédéric & e  The compendium of resources includes the

e The ClI setup automatically handles Berkau’s iob current rucio client + JupyterLab + RUCIO
the publication of the container U J extension, proxy & authentication, ...
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A view to the current container

current .gitlab-ci.yml to build & deploy

write / update code Add, commit, and push

SANCHEZ PINEDA Arturo Rodolfo > CTA Rucio Client

GitLab deploys and publish the container

Y Unstar 1 Y Fork 0O

C CTA Rucio Client ® a~

Project ID: 12333

& hub.dock
 great c s
s Buids  Colaborators  Webhooks S
= gs [} 2.4 MB Files [ 8.7 MB Storage o
& artfisica/ cta-rucio-client-root
Ll Forked from CTA-LAPP / CTA Rucio Client Adone of cta ith ROOT-CERN
fa— Last push 0

master cta-rucio-client /| + v History Find file Web IDE & v @—'

@ Update Dockerfile - remove CURL call to https:/[repository.egi.eu - it is not reachable @ d2bf3879 | Gy
SANCHEZ PINEDA Arturo Rodolfo authored 8 hours ago

A updates goes in the .gitlab-ci.yml A
Container Cl /CD fSeveral tools and updates added A
e  Mainly ROOT + some dependencies and extra tools...
. . . e  Jupyter conf file to handle the usage of the rucio
in a single container tension (Muh d feedback later)
e The Cl setup automatically handles extension MU mes ez ack, seefa lelrd _
the publication of the container ° From JupyterLab-3 the widgets are installed using
ipywidgets instead of labextension

e The series of resources is package
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demo suite

The RUCIO -
CLI client

(@ 90 sec video, mainly

ATLAS Qperi B

&9, gu
Maucrmost

Servinam / Turoroes aw cebey Jurwson®

for new users)

http://universidad.ch/escape-demo/suite



http://www.youtube.com/watch?v=Li-yoEYRr4U&t=73
http://universidad.ch/escape-demo/suite/

Ongoing
developments
with
JupyterLab &
RUCIO

extension

(@ 150 sec video)

More tools to finish to
integrate in the container, like
more kernels, PROOF, CVMFS

fee PO R » [l St - e - R oo ot " D Eoatsslnr = AN et & 4
R L e ‘. » a® e * N F

Oataacts - Csoge Assd v aTYAm Moo O slem ATLAS Opem Dta
Oll o
Mattermost =]

FSSAPN (avevamny Semanny 1 Tanrun Wy TN e


http://www.youtube.com/watch?v=GzA3Fev0eAs
http://universidad.ch/escape-demo/suite/

Data Lake and some
stored datasets

>rucio get ...

>rucio upload

[\

RUCIO CLI

CLI interaction with samples

> < run analysis >

> ..

[\

Analysis execution
on-premises
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L] Z Fle Edt View Run Kemel Tabs Settings Help
" - # Untitied(1).ipynb x

= 3RUCIO

B + XD O » = C » Code h . .

.

° Authentication

EXPLORE  NOTEBOOK ° print (test_zoom) !
= a = open(test_zoom) .
. 8| omre discovery and
. ESCAPE 43boa/testing/test_file_for_esi
Hette zoomnint download of the
- Rucio Authentication
I 2): atlas_gamgam2 .
X.509 User Certificate

. || ® o1 oo tctafesceesdom samples using the

o x2xnfxgg3c7mSqw2z3bnuxeoy lnisq
N b _gamgan. GanGam. root.1
. Web Ul
L ] Certifi file path mbqgaxhe33poq/atlas/mc_110903.;
. L e = trm -rf ~/rucio

| Key file path

- /homefjovyan/certs/x509up -
L]
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Container with
RUCIO + JupyterLab
extension

Data Lake and stored
Open Data datasets

RUCIO+JupyterLab (container) interaction for users



